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Materials and Methods

Hydrofoil Shapes and Specifications

We followed the procedures outlined in (38) for generating hydrofoil meshes. All hydrofoils used in our experiments were fabricated using a Connex350 three-dimensional printer and are made of UV cured resin (VeroWhite FullCure835). The hydrofoil trailing edges for the ring and helically wound loops are given by

\[ \vec{X}_{\text{ring}} = (R_r \cos(\phi), R_r \sin(\phi), 0) \]  

(1)

and

\[ \vec{X}_{\text{helix}} = ((R_h + A \cos(n\phi)) \cos(\phi), (R_h + A \cos(n\phi)) \sin(\phi), -A \sin(n\phi)) , \]  

(2)

where \( R_r \) and \( R_h \) are the mean radii of the ring and helix respectively, while \( A \) and \( n \) are the amplitude and mode of the helical winding (Fig. S1A). Values for the particular parameters used in the experiments are listed in the table contained in Figure S1.

Each hydrofoil has the same cross-section regardless of its overall geometry (Fig. S1B). In every case, the chord, or the distance from tip to tail along the center-line of the wing cross-section, is \( Ch = 15\text{mm} \); the bend, or the angle made by the tangent to the trailing edge and the direction of acceleration, is \( \theta_b = 35^\circ \); the leading and trailing edge thicknesses are \( t_1 = 3.125\text{mm} \) and \( t_2 = 0.188\text{mm} \) respectively.

Measuring Circulation via PIV

The circulation of each vortex was inferred from a calibration curve obtained by performing a series of independent circulation measurements on vortices produced by the same hydrofoils used in the experimental trials.

The water was first seeded with neutrally buoyant Polyamide Nylon tracer particles with a mean size of \( \sim 350\mu m \). The particles were illuminated using a stationary laser sheet, and their motion was captured using a Phantom v1610 fast camera recording at 8000 \( fps \) with a spatial resolution of 768x768 and a scale of 0.188\( mm/px \). The resulting
image stacks were then processed in MATLAB using PIVLab software developed by Thielicke et al. (39), resulting in a time series of 2D cross-sectional velocity profiles. Integrating the flow field along contours of sufficiently large radii centered on the vortex provides a measure of the circulation that is both insensitive to the contour radius and immune to potential errors in the PIV reported velocities induced by the high-shear regions near the core (Figs. S2, A and B).

The circulation was measured over a period comparable to the experiment duration, during which it remains constant (Fig. S2C). For each trial, the final velocity of the hydrofoil was measured using an optical encoder. Together, these measurements provide data points for the speed-circulation calibration curve (Fig. S2D). Circulations for any experimental trial were inferred based on the final hydrofoil speed using the calibration curve for that hydrofoil.

Tracer Identification, Tracking, and Analysis Protocol

For each experimental volume, the center-line path is traced using a combination of ridge-extraction (45) and fast-marching (46) methods, as outlined in (15). Once the paths have been identified, any small scale artifacts from the tracing are removed by application of a sinc filter with a cut-off wavelength of $\lambda_c \sim 14mm$ (Figs. S3, A and B). In order to identify the dye particles at each time step, the center-line path is used to isolate a region of the volume centered around the vortex with a square cross-section of edge length $2d \sim 1.2mm$ (shown projected along a transverse direction in Fig. S3C). The volume is then collapsed along the transverse dimensions to produce a 1D intensity profile (Fig. S3D). The locations of the peaks are identified along the center-line path and mapped back to the coordinates of the volume. Once identified, the particles are then tracked in 3D over the course of the experiment using trackpy (47).

The dimensionless helicity density $\vec{u} \cdot \dot{t}/\Gamma$ of each blob is then calculated at each point in time by taking the dot product of the velocity and tangent vectors at that point and
normalizing by the circulation, \( \Gamma \). This density is then smoothed by convolution with a Gaussian of standard deviation \( \sigma_s = 8ms \) (a single time step between experimental acquisitions, Fig. S3F). The contributions from all blobs at a single time are multiplied by their segment length and then summed to produce the total helicity of the vortex loop at that point in time.

**Simulation Specifications**

For all simulation of vortex columns, we evolve the viscous incompressible 3D Navier-Stokes equations in vorticity-velocity form using a remeshed vortex method (48–51). The boundary conditions are periodic along the axis of the vortex tube, and unbounded in the two orthogonal directions (52, 53) to avoid undesired effects from periodic images. We enforce the boundary conditions when inverting the Poisson equation for the velocity field, using the high-performance Parallel Fast Fourier Transform library PFFT (54). The spatial derivatives are computed using fourth order finite difference schemes, the particle-mesh interpolation is performed with the fourth order \( M_6^* \) scheme (51), and we use a fourth order accurate Runge-Kutta scheme to advance in time. The simulations of writhing tubes are done with \( 512^3 \) resolution, whereas for straight tubes we use \( 256^3 \) computational elements. The time step is always dictated by setting the Lagrangian CFL to 0.125 (49, 51).

**Supplementary Text**

**Writhe and Parallel Transport**

The natural connection between the writhe and the parallel transport framing can be understood by considering a ribbon (Fig. S4). The tangent, \( \hat{t} \), of the ribbon center-line and the ribbon’s surface together define a basis vector triad \( (\hat{t}, \hat{u}, \hat{v}) \) at each point along the center-line. The vector \( \hat{u} \) points from the center-line to the edge of the ribbon and is normal to the center-line. The remaining unit vector \( \hat{v} = \hat{t} \times \hat{u} \) is perpendicular to the
surface of the ribbon. If the ribbon is everywhere untwisted, that is, if \( \hat{t} \cdot (\hat{u} \times \partial_s \hat{u}) = 0 \) at each point on the center-line, then this basis vector triad corresponds to a parallel transport framing for the center-line.

Now if we consider a ribbon that is untwisted, i.e. follows the parallel transport framing, and coils as it moves through space, the ribbon will, in general, not close when it returns to its point of origin. This fact is illustrated by our example ribbon (Fig. S4), whose helical writhing causes the ribbon to wind beyond its starting orientation. This failure to close evidences that even in the absence of twisting, the edges of a ribbon (or the filaments of a bundle) can still wind around each other if the center-line writhes in space.

This winding induced by locally parallel filaments can be equated to the writhe via the Călugăreanu-White-Fuller theorem for ribbons (55–57). The theorem states that the number of times the edges of the ribbon are linked \( L_{k_{\text{edges}}} \) is the sum of the twist \( Tw = \oint \hat{t} \cdot (\hat{u} \times \partial_s \hat{u}) \, ds \) of the ribbon and the writhe \( Wr \) of the ribbon center-line, or

\[
L_{k_{\text{edges}}} = Tw + Wr \Rightarrow Wr = L_{k_{\text{edges}}} - Tw. \tag{3}
\]

Note that \( L_{k_{\text{edges}}} \), the linking between the two lines following each edge of the ribbon, is distinct from the linking between two curves \( Lk \) discussed in the main text in that it can be well defined for a single curve in space once that curve has been equipped with a ribbon surface. For our example ribbon, we know that \( Tw = 0 \) since it is everywhere untwisted; however, the linking between the edges of the ribbon \( L_{k_{\text{edges}}} \) is not well defined since the ribbon does not close and is instead rotated \( \Delta \theta \) beyond its initial orientation. To close the ribbon, we can add an amount of twist equal to \(-\Delta \theta / 2\pi\), which will then cause the ribbon to close and the edges to become singly linked, i.e. \( L_{k_{\text{edges}}} \to 1 \). The writhe of the curve, which, as a property of the center-line alone, is unchanged by the addition of this local twist, is given by

\[
Wr = 1 + \frac{\Delta \theta}{2\pi} = 1.25 \tag{4}
\]

from which, we see that the writhe is measuring the number of complete windings.
(\(Lk_{\text{edges}}\)) plus the partial winding (\(\Delta \theta / 2\pi\)) present in a ribbon as it follows a parallel transport framing through space.

**Calculation of Total Helicity**

Our derivation and discussion here of Equation 2 in the main text builds on work conducted by Berger and Field (34), and Chui and Moffatt (58), and follows closely the treatment of helicity calculations therein. We reproduce much of the discussion here for the reader’s benefit, providing an alternative expression for the final result.

Consider a flow in which the vorticity is confined to compact vortex tubes, e.g. Figure 1A in the main text. Inside the vortex tube, we will assume that the vorticity lies on vortex surfaces which are nested tori that fill the entire vortex tube. This assumption is characteristic of flows in which the vorticity is confined to thin tubes. We can label each of these surfaces with a continuous parameter \(\chi \in [0, 1]\), where \(\chi = 1\) is the outer most vortex surface (the vortex tube) and \(\chi = 0\) is the vortex center-line.

Inside the vortex tube, we can define a coordinate system given by \((s, r, \phi)\), where \(s\) is the distance along the center-line, and \(r\) and \(\phi\) are polar coordinates that locate points in the plane normal to that center-line. We will assume that our vortex surfaces do not intersect, such that at every point in the tube

\[
 r \kappa(s) < 1, \tag{5}
\]

where \(\kappa(s)\) is the local curvature of the center-line at a given arc length \(s\). Since each point is associated with a single vortex surface, we have

\[
 \chi = \chi(s, r, \phi). \tag{6}
\]

If the vortex surfaces do not fold back on themselves, there is then a one-to-one mapping between \(\chi\) and \(r\), such that we can invert them uniquely, giving

\[
 r = R(s, \chi, \phi), \tag{7}
\]
which allows us to adopt a new coordinate system \((s, \chi, \phi)\) in which the vortex surface label is now a coordinate. This is useful since the vortex lines lie on surfaces of constant \(\chi\), such that \(\vec{\omega} \cdot \vec{\nabla} \chi = 0\), allowing us to write

\[
\vec{\omega} = \omega_1 \hat{e}^1 + \omega_3 \hat{e}^3,
\]

where \(\hat{e}_i\) are the basis vectors for the \((s, \chi, \phi)\) coordinate system.

The two components that remain in this representation correspond to vortex lines running parallel to the center-line (\(\hat{e}_1\), toroidal lines) and vortex lines winding around the center-line (\(\hat{e}_3\), poloidal lines). If we consider the field-lines contained inside a particular surface \(\chi\), their toroidal components will all pierce a normal cross-section of the vortex surface, producing a toroidal flux \(T(\chi)\). Likewise, the poloidal components of the field-lines inside \(\chi\) will produce a poloidal flux \(P(\chi)\) as they pierce the Seifert surface bounded by the center-line. Each of these surfaces is illustrated in Figure S5. It will also be useful to define the complement of the poloidal flux \(\tilde{P}(\chi) = P(1) - P(\chi)\), which is the poloidal flux due to field-lines on the surfaces outside of \(\chi\).

The toroidal and poloidal fluxes can be related to the total helicity of the vortex tube. Recall that the helicity measures the amount vortex field-lines wind around each other inside the tube. Now we consider an annulus centered about a particular vortex surface \(\chi\). The field lines in this thin annulus will in general have both toroidal and poloidal components. The poloidal component contributes to the helicity by winding around the toroidal field-lines threading the cavity of the annulus. The toroidal component inside the annulus also contributes to the helicity by threading the poloidal components of the field-lines living on all the surfaces exterior to the annulus. The total helicity content of the annulus is then the sum of these terms:

\[
d\mathcal{H} = \tilde{P}dT - Td\tilde{P},
\]

and the total helicity of the tube is

\[
\mathcal{H} = \int_{\chi=0}^{\chi=1} \tilde{P}dT - Td\tilde{P}.
\]
Integrating by parts, we can write this as
\[ \mathcal{H} = \tilde{P}(\chi)T(\chi)|_{\chi=0}^{\chi=1} - 2 \int_{\chi=0}^{\chi=1} T d\tilde{P}, \]  

(11)

but since \( T(0) = 0 \) and \( \tilde{P}(1) = 0 \), the first term vanishes. To perform the remaining integral, we assume that the relationship between toroidal and poloidal fluxes remains the same for all surfaces, that is, \( P(\chi) = hT(\chi) \), where \( h = \text{const.} \). This condition, known as the “uniform twist” assumption, corresponds to a state where field-lines on all vortex surfaces have the same total winding around the center-line. In this case, \( d\tilde{P} = -hdT \).

Plugging this in, we find
\[ \mathcal{H} = hT(1)^2 = T(1)P(1). \]  

(12)

Now we note that \( T(1) = \Gamma \), the circulation of the vortex tube. Finally, we can relate the vorticity flux through the Seifert surface to the circulation computed along the boundary of that surface. Since that boundary is the center-line, we see that
\[ P(1) = \int \vec{\omega} \cdot \hat{n} \, dA = \oint_C \vec{u} \cdot \vec{\ell} \, ds. \]  

(13)

Using this condition, we find:
\[ \mathcal{H} = \Gamma \oint_C \vec{u} \cdot \vec{\ell}. \]  

(14)

This result generalizes to collections of multiple tubes, since the linking between the tubes adds to the vorticity flux through the Seifert surface of each tube, contributing to the path integral. Thus the helicity of such a collection is simply
\[ \mathcal{H} = \sum_i \Gamma_i \oint_{C_i} \vec{u} \cdot \vec{\ell}. \]  

(15)

**Examination of Uniform Twist Assumption**

As outlined in the supplementary text section headed Calculation of Total Helicity, two assumptions are required for accurate calculation of the total helicity via Equation 2.
in the main text: first, that the vortex satisfies the “uniform twist” assumption 
\( P(\chi) = hT(\chi) \); and second, that the tubes are sufficiently thin \((aK \ll 1)\). Here we examine the first of these assumptions, leaving the second for the following section.

The “uniform twist” assumption ensures that the amount any field-line winds around the center-line is the same regardless of which vortex surface it lives on. While it is not possible to probe vortex surface structure experimentally, we show here that for viscous straight-line vortices this “uniform twist” state is indeed the state that generic non-uniform twist states are attracted to as they evolve.

Consider a straight line vortex, whose vorticity satisfies
\[
\vec{\omega}(r, t) = \omega_z(r, t) \hat{z} + \omega_\phi(r, t) \hat{\phi}
\]
(16)
such that there is no \( \phi \) or \( z \) dependence, and no radial component of the vorticity. In this case, the stretching and advection terms in the vorticity equation of motion cancel exactly, leaving
\[
\frac{\partial \vec{\omega}}{\partial t} = \nu \nabla^2 \vec{\omega},
\]
(17)
which is a diffusion equation for the vorticity. To understand how this equation evolves the twist of the vortex tube, we can rewrite the vorticity with the same degree of generality to now explicitly contain \( \tau(r, t) \), the linear twist density of the tube:
\[
\vec{\omega} = \Omega(r, t) \left( \hat{z} + r\tau(r, t)\hat{\phi} \right),
\]
(18)
Note that \( \tau(r, t) = \tau(t) \) corresponds to a “uniformly twisted” state, where
\[
Tw = \frac{1}{2\pi} \oint_C \tau ds,
\]
(19)
and \( Tw = \tau L/2\pi = \mathcal{H}/\Gamma^2 \). (Note that \( \tau \) need not be independent of \( z \); the case where \( \tau = \tau(z, t) \) will be considered in a later section, \( z \)-Dependent Twist Distributions).

Now we can use the vorticity evolution equation to understand how \( \tau(r, t) \) evolves, checking whether or not it tends towards a constant in \( r \) over time. Approaching the two
components of the vector diffusion equation separately, we first use the \( z \) component to find a partial differential equation for \( \Omega(r, t) \):

\[
\dot{\Omega}(r, t) = \frac{\nu}{r} \left( \Omega'(r, t) + r\Omega''(r, t) \right)
\]  

(20)

where dots and primes correspond to partial time and space derivatives respectively.

Naturally, Gaussian distributions are solutions to this evolution equation, since it is derived from a diffusion equation, indicating that even an initial vorticity profile that is not Gaussian will tend towards a Gaussian profile over time. We will thus take \( \Omega(r, t) \) to be given by

\[
\Omega(r, t) = \frac{\Gamma}{\pi a^2(t)} e^{-r^2/a^2(t)}, \quad a(t) = \sqrt{4\nu t + a_0^2}
\]  

(21)

where \( a_0 \) is the initial core size of the vortex tube at its creation at time \( t = 0 \) and will be set to \( a_0 = 2 \) along with \( \nu = 1 \) for the following calculations.

The azimuthal component of the diffusion equation provides an evolution equation for \( \tau(r, t) \) in terms of its derivatives, as well as \( \Omega \) and its derivatives:

\[
\dot{\tau} = \frac{\nu}{r} \left( 3\frac{\tau'}{\tau} + 2\frac{\Omega'}{\Omega} + 2r\frac{\Omega'}{\Omega} \frac{\tau'}{\tau} + r\frac{\tau''}{\tau} \right),
\]  

(22)

which can be simplified by plugging in \( \Omega'/\Omega = -2r/a^2 \), assuming a Gaussian profile.

Doing so yields

\[
\dot{\tau} = \frac{\nu}{r} \left( 3\frac{\tau'}{\tau} - 4\frac{r}{a^2} - 4\frac{r^2}{a^2} \frac{\tau'}{\tau} + r\frac{\tau''}{\tau} \right).
\]  

(23)

This partial differential equation for \( \tau \) can then be integrated numerically to find solutions for each \( \tau(r, t) \), assuming an initially Gaussian \( \Omega(r, t) \) profile and some arbitrary initial linear twist density profile \( \tau_0(r) \).

Two different initial linear twist density profiles are evolved, the first corresponding to a Gaussian addition on top of the uniform twist:

\[
\tau_0^{(1)}(r) = 1.0 + e^{-r^2/a_0^2},
\]  

(24)

while the second has a more complex twist profile:

\[
\tau_0^{(2)}(r) = 1.0 + 2 \left( \cos \left( \frac{2\pi r}{a_0} \right) - \frac{1}{2} \right) e^{-r^2/a_0^2}.
\]  

(25)
In each case, the linear twist density profiles decay to “uniform twist” states, regardless of the details of the initial state (Figs. S6, A and D). Over the course of this decay, the percent error in the helicity as measured by the center-line flow relative to the volumetric helicity decays. The shape of this decay is well fit by

\[ f(t; a, b, c) = \frac{a}{bt + c} \]  

indicating that each of these non-uniform twist states will tend towards a “uniform twist” state like \(1/t\), such that even vortices that do not initially satisfy the “uniform twist” condition will tend to over time.

**Examination of Small Core Assumption**

To understand the extent to which the failure to achieve sufficient separation of scales between the core size and curvature of the vortex tube results in an error in our helicity measure, we simulate a writhing vortex tube and track the helicity measures, core size, and curvature over time. The simulations are performed with the specifications detailed in Materials and Methods.

To generate an initial state for a writhing vortex tube, first a straight vortex column spanning the periodic length \(L\) of the simulation domain was generated from the analytic expression

\[ \bar{\omega} = \Omega(r) \left( \hat{z} + \tau r \hat{\phi} \right), \]  

where \(\Omega(r)\) is the cross-sectional profile of the vortex core and \(\tau\) is the linear twist density, related to the overall twist, \(Tw\), via:

\[ Tw = \frac{1}{2\pi} \int_0^L \tau(z) \, dz. \]  

The form of \(\Omega(r)\) was chosen to be Gaussian due to the presence of viscous effects, and is given by

\[ \Omega(r) = \frac{\Gamma}{\pi a^2} e^{-r^2/a^2}, \]
where the circulation is $\Gamma = 2.5$, the core size is $a = L/20$, and $\tau$ is taken to be a constant such that $Tw = Wr$, where $Wr = 0.013$ is the writhe of the desired helical initial condition. The Reynolds Number for the simulation is $Re = \Gamma/\nu = 2500$.

This straight tube was then convected by an incompressible flow until its center-line is described by

$$\vec{X}(x, y, z) = (R \cos(kz), R \sin(kz), z),$$  \hspace{1cm} (30)

where $Rk = 0.163$, $k = 2\pi$, and $z \in [0, 1]$, resulting in our initial state. Because this process does not change the topology of the field-lines, the resulting writhing state has the same helicity as the straight, twisted vortex column. The state is then evolved according to the specifications outlined in Materials and Methods (Movies S4 and S5).

For each time step of the simulation, the vortex center-line was extracted by first identifying a single vortex surface by tracing a vortex field-line as it traverses the periodic domain many times, and then iterating this process inside the reconstructed surface until it returns a line. From this center-line, we measured $\Gamma \int \vec{u} \cdot d\vec{\ell}$ for the helix and compared it to the helicity of the volume (Fig. S7E). The two curves show strong agreement, beginning in a sub-percent error regime. As the core size grows with diffusion, the separation of scales between the core size and curvature worsens and this small error increases to a few percent. To quantify the relationship between this error and the scale separation, we measured each of these scales at various time steps in the vortex evolution. The core size $a$ is measured by fitting the vorticity profile on a slice normal to the center-line to a 2D Gaussian:

$$f(r; \Gamma, a) = \frac{\Gamma}{\pi a^2} e^{-r^2/a^2}.$$  \hspace{1cm} (31)

The curvature $\kappa$ was computed by taking the magnitude of the derivative of the tangent vector along the center-line. We then compare how the scale trends with the error in our helicity measure (Figs. S7, C and D).

To estimate the potential error due to the thickness of our experimental vortices, we can estimate the separation of scales in the experiment. The curvature at each point on the
path can be computed numerically at each time step of each experiment, and the median of these values is taken as the effective curvature for the path at that point in time. To find the core size throughout the evolution, we assume an initial core size and then numerically integrate the following differential equation for the core size:

\[
\dot{a} = \frac{2 \nu}{a} - \frac{\dot{L}}{2L} a,
\]

where the first term corresponds to viscous diffusion of the core, while the second corresponds to thinning or fattening of the core due to volume conservation of the vortex tube as the vortex is stretched or compressed.

Possible values of \(\alpha \kappa\) over the duration of three typical experiments are computed, one for each geometry considered in the main text (Figs. 8, A to C). For an initial core size of \(a_0 = 1\, mm\), the value of \(\alpha \kappa\) peaks near 0.2, placing the error on the order of \(\sim 10\%\). We note that this error is within the reproducibility of our experimental trials.

**z-Dependent Twist Distributions**

Our previous discussion of twist has been limited to linear twist densities that are independent of \(z\), i.e. \(\tau = \tau(r, t)\). To investigate the possible influence of having \(\tau = \tau(z, t)\) on our total helicity measure, we simulated a straight, twisted vortex core with an initial state corresponding to

\[
\ddot{\vec{\omega}} = \Omega(r) \left( \dot{\vec{z}} + \tau(z) r \dot{\phi} \right),
\]

where the profile is still given by

\[
\Omega(r) = \frac{\Gamma}{\pi a^2} e^{-r^2/a^2},
\]

with \(a = L/10\), but now the linear twist density is given by

\[
\tau(z) = 1 + \frac{1}{2} \sin \left( \frac{2\pi z}{L} \right).
\]

The results of the simulation are summarized in Figure S9 (Movies S6 and S7). The near perfect agreement between the volumetric and center-line measures of the total helicity confirms the validity of our approach.
helicity indicate that variations in the linear twist density along the length of the vortex tube alone do not jeopardize the accuracy of the measurement, and further do not cause the vortex column to move away from a state of “uniform twist”, as evidenced by the consistent flatness of the ratio of poloidal to toroidal flux as you move away from the center-line (Figs. S9, D to F).

**Twist Dissipation in General Vortex Tubes**

In the presence of viscosity, the rate of change of helicity is no longer identically zero, and is instead given by

\[ \dot{\mathcal{H}} = -2\nu \int_V \mathbf{\hat{\omega}} \cdot \nabla \times \mathbf{\hat{\omega}} \, dV, \]  

(36)

where \( \nu \) is the viscosity and the integral is performed over the entire volume \( I \). The integrand depends on both the geometry of the vortex field-lines and the vorticity profile across the vortex surfaces, a point which can be made explicit by substituting \( \mathbf{\hat{\omega}} = |\mathbf{\hat{\omega}}| \mathbf{\hat{\omega}} \) into the integral, which gives

\[ \dot{\mathcal{H}} = -2\nu \int_V \mathbf{\hat{\omega}} \cdot \nabla \times \mathbf{\hat{\omega}} |\mathbf{\hat{\omega}}|^2 \, dV. \]  

(37)

This result indicates that for the same field structure, determined entirely by the tangent field \( \mathbf{\hat{\omega}} \), different rates of change of helicity can be achieved by changing the spatial profile of the vorticity magnitude; on the other hand, keeping the vorticity intensity fixed, the underlying field geometry can be altered to change \( \dot{\mathcal{H}} \), and thus, the rate of twist dissipation. Here we consider a variety of vortex tubes and show that predicting the twist dissipation rate requires detailed information about both \( |\mathbf{\hat{\omega}}|^2 \) and \( \mathbf{\hat{\omega}} \)—more than just the average core size or total twist—demonstrating that the local details of the vortex core influence how fast helicity changes via twist dissipation.

We begin by computing the dissipation for a uniformly twisted, straight vortex tube whose linear twist density, \( \tau \), has no \( z \) dependence. Under these constraints, Equation S23
for the evolution of the twist density simplifies and can be solved for \( \tau(t) \), giving

\[
\tau(t) = \frac{\tau_0}{4\nu t/a_0^2 + 1},
\]

which allows us to write down an analytic expression for the helicity in this simple case:

\[
\frac{\mathcal{H}(t)}{\Gamma^2} = \frac{\mathcal{H}_0}{\Gamma^2} \frac{1}{4\nu t/a_0^2 + 1}.
\]

(39)

Note that because the only helicity is twist helicity, this expression gives the time
evolution for the twist. The first case that we can attempt to extend this understanding to is
the case of a straight-line vortex with a linear twist density that varies along its length, i.e.
\( \tau = \tau(z, t) \). Using the data from the simulation of a twisted tube performed in the
previous section, we fit the helicity of the tube with a function of the form

\[
f(t; a, b) = \frac{a}{bt + 1}.
\]

(40)

We see strong agreement between the data and the fit (dash-dotted purple line, Fig. S9C),
despite the fact that the twist is evolving along the \( z \) direction in the simulation, while our
calculation assumed a linear twist density constant along the vortex length. The fit
parameters are well matched to the physical parameters: in the simulation

\[
\frac{\mathcal{H}_0}{\Gamma^2} = 9.79 \times 10^{-2}, \quad \frac{4\nu}{a_0^2} = 0.4,
\]

(41)

which should be matched to the fit parameters

\[
a = 9.81 \times 10^{-2}, \quad b = 0.405
\]

(42)

respectively. We thus see that the twist dissipation rate in a straight line vortex with
variable linear twist density can be characterized by \( \nu/a_0^2 \).

To expand our discussion of the dependencies of the twist dissipation rate to include
curved center-line geometries and variable core profiles, we numerically compute \( \dot{\mathcal{H}} \) for a
variety of helical and undulating vortices. We note that \( \dot{\mathcal{H}} \) instantaneously captures exactly
the twist dissipation for single loops, since any changes in writhe due to geometric
deformations will be instantaneously offset by compensating twist production, producing no net contribution to $\dot{\mathcal{H}}$; thus, any non-zero contribution to $\dot{\mathcal{H}}$ at $t = 0$ is due exclusively to the dissipation of twist by viscous effects.

Two groups of vorticity fields were considered: the first contains curved and helical vortex tubes, while the second group contains straight-line vortices with an imposed core width modulation. For curved vortex tubes, we generate analytic expressions for the flow and vorticity fields using complex scalar fields as in (59), which yields divergence-free vector fields whose field-lines lie on surfaces organized around a chosen center-line. This construction enables us to tune the writhe of the center-line, and to control the twisting of the field-lines around the center-line independently of each other.

This analytical construction (59) is based on a complex scalar field $\psi = u^m/Q(u, u^*, v, v^*)$ where $(u, v)$ are coordinates on $S^3$, the complex polynomial $Q(u, u^*, v, v^*)$ encodes the chosen center-line in its nodal set, and $m$ controls the winding of the field-lines around the center-line. The vorticity field is given in terms of the complex scalar field $\psi$ as follows:

$$\vec{\omega} = \nabla \left( \frac{\psi \psi^*}{1 + \psi \psi^*} \right) \times \frac{1}{4\pi i} \nabla \log \left( \frac{\psi}{\psi^*} \right)$$

where $\chi = (\psi \psi^*) / (1 + \psi \psi^*)$, $\chi \in [0, 1]$ labels the vortex surfaces, and $\eta = \frac{1}{2\pi} \log (\psi / \psi^*)$, $\eta \in [0, 2\pi)$ is akin to an angle about the center-line.

To mimic a Gaussian core profile in our analytical construction, we map $\chi$ to a radial distance $r$ using a 1D analogue of the stereographic projection which takes values between 0 and $\infty$ as follows: $\chi = \frac{1}{1+r^2}$. A Gaussian core profile can then be expressed in terms of $\chi$ using the above mapping as $f(\chi) = \frac{1}{2\pi} \exp(-\frac{1-\chi}{a^2 \chi})$, where $a$ is the clipping length scale. We obtain vorticity distributions resembling a Gaussian core profile by multiplying the vorticity field above by $f(\chi)$ to give the new vorticity field, restricted to a vortex tube:

$$\vec{\omega} = \frac{f(\chi)}{2\pi} \nabla \chi \times \nabla \eta$$
\[ u = \frac{a^2}{4\pi} \exp \left( -\frac{1 - \chi}{a^2 \chi} \right) \nabla \chi \times \nabla \eta. \] (43)

The resultant tubes are roughly Gaussian, with a modulation along the length of the vortex that vanishes in the limit of small amplitude helices. Following the ideas outlined in (59), the velocity field associated with the above vorticity field is given by:

\[ \vec{u} = \frac{a^2}{4\pi} \left( \exp \left( -\frac{1 - \chi}{a^2 \chi} \right) \nabla \eta + \frac{1}{2i} \nabla \log \left( \frac{Q(u, u^*, v, v^*)}{Q^*(u, u^*, v, v^*)} \right) \right). \] (44)

As a result of this construction, all of the vortex tubes produced with this method satisfy the “uniform twist” condition and thus have helicity given by

\[ H = \Gamma \oint_C \vec{u} \cdot d\vec{c}. \] (45)

To expand our survey beyond helical shapes, we also consider straight-line vortices with prescribed core modulations. To generate the vorticity fields of these straight-line vortex tubes, we used the following expression to generate a variety of initial states:

\[ \vec{\omega} = \frac{\Gamma}{\pi a(z)^2} e^{-r^2/a^2(z)} \left( \hat{z} + r \tau \hat{\phi} + r \frac{a'(z)}{a(z)} \hat{r} \right), \] (46)

where the profile is \( a(z) = a_0 + A \sin(2\pi z/L) \), the core size is \( a_0/L = 0.1 \), the linear twist density is \( \tau = 2\pi/10 \), and the amplitude of the undulation \( A \) includes \( 0.25a_0 \) along with values ranging from \( 0.3a_0 \) to \( 0.7a_0 \) in steps of \( 0.1a_0 \). All initial states constructed with this method satisfy the “uniform twist” condition. The states with \( A = 0.25a_0 \) and \( A = 0.5a_0 \) were simulated according to the specifications outlined in Materials and Methods, over time producing additional collections of straight-line vorticity fields, which we also sample.

For each field considered, the dissipation rate, \( \dot{H} \), is computed via Equation S36, while the twist is defined as \( Tw = H/\Gamma^2 - Wr \) (since there is no tube linking) and the mean core size, \( \bar{a} \), is computed by averaging the profile width along the tube. Each dissipation rate is then normalized by \(-4\nu/\bar{a}^2 \times \Gamma^2 Tw\), the twist dissipation rate of a
straight twisted Gaussian vortex of uniform core size \( \bar{a} \) (Fig. S10 A and E). The spread in the normalized twist dissipation rates observed in both the curved and straight vortex tubes indicates that the detailed interplay between \( |\bar{\omega}|^2 \) and \( \bar{\omega} \), not just the average core size and total twist, play a role in determining the rate at which twist is dissipated.

**Estimating Dissipation using Dimensional Analysis**

Estimating the rate of change of helicity using dimensional analysis is made difficult by the fact that the appropriate length scales are not straightforwardly associated with gradients of the flow, but are in fact better captured by the geometry of the vorticity field-lines.

The difficulty in performing a straightforward gradient-based estimation can be underscored through the simple example of a straight twisted vortex tube, for which we can attempt to estimate the dissipation rate and then compare our result to the analytic answer. Consider a vortex of length \( L \) whose vorticity is given by

\[
\bar{\omega} = e^{-r^2/a^2} \left( \hat{z} + \frac{2\pi}{L} r \hat{\phi} \right)
\]

such that the twist is given by \( Tw = 2\pi/L \times L/2\pi = 1 \) and its helicity is \( \mathcal{H} = Tw\Gamma^2 = \Gamma^2 \). Now we can attempt to recover the relative dissipation rate \( \mathcal{H}/H \) up to a pre-factor using dimensional analysis. Beginning with the dissipation integrand, we make the substitution

\[
\bar{\omega} \cdot \nabla \times \bar{\omega} \sim \frac{\omega^2}{a}
\]

where the core size \( a \) has been used to estimate the length scale of the gradient. Integration over the volume will produce a factor of \( La^2 \), allowing us to write

\[
\mathcal{H} = -2\nu \int \bar{\omega} \cdot \nabla \times \bar{\omega} \, dV \sim \nu \frac{\omega^2}{a} a^2 L.
\]

Noting that \( \Gamma \sim \omega a^2 \) and dividing by \( \mathcal{H} = \Gamma^2 \), we arrive at our estimation of the dissipation rate using the scales associated with core gradients:

\[
\frac{\dot{\mathcal{H}}}{\mathcal{H}} \sim \frac{\nu L}{a^2 a}.
\]
Computing $\mathcal{H}/\mathcal{H}$ explicitly for this configuration, however, gives

$$\frac{\mathcal{H}}{\mathcal{H}} = \frac{4\nu}{a^2},$$

which upon comparison to Equation S50 shows that our estimate based on gradients in the flow gives the incorrect dependence on the core size and the length of the vortex, indicating that this line of reasoning doesn’t recover the appropriate dissipation behavior.

Had we instead estimated the dissipation integrand to be

$$\bar{\omega} \cdot \mathbf{\nabla} \times \bar{\omega} \sim \frac{\omega^2}{L}$$

we could carry out the remaining steps as before and arrive at the correct dependence for the dissipation rate, i.e. $\mathcal{H}/\mathcal{H} \sim \nu/a^2$. This indicates that the correct length scale for the integrand is not that associated with a core gradient; it is instead the length scale associated with a geometric feature of the vortex, namely the wavelength of the twisting of the vortex field-lines $\lambda$ (here, given by $L$) along the length of the vortex (a direction in which there are no gradients). Thus, dissipation cannot be captured with simple dimensional analysis, since the field-geometry not only influences the pre-factor for the dissipation but also the quantities on which it depends.

Implicit in our ability to identify a wavelength or pitch associated with the twisting of field-lines is the existence of some frame defined along the vortex that we can measure this winding relative to. In the straight line case, this framing is so natural that we did not even need to explicitly define it and assumed it to be given by the tangent vector and two normal vectors that do not rotate about the tangent as you move along the center-line, say $(\hat{x}, \hat{y})$ in our example above. If the vortex instead writhed in space, the choice of framing becomes less clear. Here we show that field-lines that follow the parallel transport framing contain no local twist, indicating that the parallel transport framing is the correct reference frame for isolating the twist and its length scale. Furthermore, we show that $\mathcal{H}$ for such a twist-free vortex is zero.
We can start by constructing a bundle of field-lines organized around a center-line that follow the parallel transport framing. Consider a center-line path that writhes in space defined by $\vec{x}(s)$. At a point defined by $s_0$ on this path, we can construct a plane normal to the tangent, $\hat{t}(s_0)$, at that point. We can then construct a set of basis vectors, $(\hat{a}, \hat{b})$, in this plane by first picking an arbitrary vector, say $\hat{x}$, and taking

$$\hat{a} = \hat{t}(s_0) \times \hat{x},$$

$$\hat{b} = \hat{t}(s_0) \times \hat{a},$$

such that any point in that plane is connected to $\vec{x}(s_0)$ by $\vec{c} = \alpha \hat{a} + \beta \hat{b}$, where $\alpha^2 + \beta^2 \leq R$, the radius of the cross-section. (Additionally, we require that $R \kappa < 1$ at each point on the path to prevent cross-sections from intersecting.) We can then think of the choice of $(\alpha, \beta)$ as selecting different field-lines in the vortex bundle, located relative to the center-line by the vector $\vec{c}$.

Points that lie on the same field-line but on different cross-sections of the vortex bundle can be associated with each other by transporting the vector $\vec{c}$ from the cross-section at $s_0$ to that passing through $s_0 + \epsilon$. To do so, we transport the vector to $\vec{x}(s_0 + \epsilon)$, subtract off the component along the new tangent, and then rescale the vector to have the same length as before, i.e.

$$\vec{c}(s_0 + \epsilon) = \frac{\vec{c}(s_0) - (\vec{c}(s_0) \cdot \hat{t}(s_0 + \epsilon)) \hat{t}(s_0 + \epsilon)}{|\vec{c}(s_0) - (\vec{c}(s_0) \cdot \hat{t}(s_0 + \epsilon)) \hat{t}(s_0 + \epsilon)|} |\vec{c}(s_0)|.$$  

Iterating this process for a single initial choice traces out a field-line in our bundle, identified by the normal vector $\vec{c}(s)$ at each slice. On a cross-section of the bundle perpendicular to the centerline, all the field-lines in the bundle are aligned with the center-line of the bundle. We compute the tangent to a field-line intersecting the cross-section at $s_0$ at the point $\vec{x}(s_0) + \vec{c}(s_0)$:

$$\hat{t}(\vec{c}(s_0)) \propto \hat{t}(s_0) + \lim_{\epsilon \to 0} \frac{\vec{c}(s_0 + \epsilon) - \vec{c}(s_0)}{\epsilon}$$

$$\propto \hat{t}(s_0) - (\vec{c}(s_0) \cdot \partial_s \hat{t}(s_0)) \hat{t}(s_0)$$

$$\propto \hat{t}(s_0).$$

(55)
The resulting bundle follows the parallel transport framing, since the field-lines do not locally rotate about the tangent vector, i.e. \( \partial_s \hat{c} \cdot (\hat{c} \times \hat{t}) = 0 \) at each point along the path. To prove this, we can compute the triple product in the limit \( \epsilon \to 0 \):

\[
\partial_s \hat{c} \cdot (\hat{c} \times \hat{t}) = \lim_{\epsilon \to 0} \left( \frac{\hat{c}(s + \epsilon) - \hat{c}(s)}{\epsilon} \right) \cdot \hat{c}(s) \times \hat{t}(s).
\]

Plugging in our expression for \( \hat{c}(s + \epsilon) \) and expanding \( \hat{t}(s + \epsilon) = \hat{t}(s) + \epsilon \partial_s \hat{t} \) we find

\[
= - \left( \hat{c}(s) \cdot \partial_s \hat{t} \right) \hat{t}(s) \cdot (\hat{c}(s) \times \hat{t}(s)) = 0,
\]

indicating that this construction is indeed parallel transported and locally twist-free.

Furthermore, since there always exists a surface perpendicular to such a vortex bundle, \( \vec{\omega} \cdot \nabla \times \vec{\omega} = 0 \) by Frobenius’ theorem (60). Hence such a vortex bundle configuration has a vanishing \( \dot{\mathcal{H}} \).

**Estimation of Experimental Error Incurred in Center-line Identification**

For a vortex tube that satisfies the requisite core structure assumptions outlined in the supplementary text section Calculation of Total Helicity, there remain two main sources of experimental error in calculating the total helicity: the error in the recovery of the correct center-line for each vortex tube; and the error in sampling the velocity on a given center-line path. Here we estimate the contribution from the first of these two sources, leaving the second for the following section.

To estimate the degree to which the center-line extracted from the experimental data could be offset from the correct center-line, we first note that for a vortex with a Gaussian vorticity profile a blob of dye offset from the center-line will experience shear, and that this shear will smear the blob into an annular structure in the cross-sectional intensity pattern of the vortex (Figs. S12, A to C). It is clear that for experimental trials no such annulus can be resolved in the vortex cross-sections (Fig. S12D); instead a dot with a roughly Gaussian profile is observed (Fig. S12E). This could be due to one of two scenarios: either, the annulus could be formed, but is too small to be resolved; or the blob...
is not far enough away from the center-line to experience enough shear in the time prior to observation to form an annulus. We can calculate the bound on the blob offset from each of these cases and used the larger one as an estimate of the center-line position error.

First we consider the possibility that the blob experiences sufficient shear to form an annulus, but forms a structure that is too small to distinguish from a Gaussian bump. In this case, we can assume that the Gaussian intensity profile $I(r)$ resolved is the superposition of two overlapping, opposite sections of the annulus, each of which are Gaussian, i.e.

$$I(r) = I_0 e^{-r^2/2\sigma^2} \sim ae\frac{-(r-b)^2}{2\sigma^2} + ae\frac{-(r+b)^2}{2\sigma^2}.$$ \hspace{1cm} (56)

To infer the separation $b$ of the underlying Gaussians (and thus the blob offset from the center-line), we can solve for the greatest value of $b$ for which the superposition of Gaussians has an inflection point at $r = 0$ (indicating that any further away, there would be positive curvature and the maximum of the intensity profile would no longer be at the center). Doing so sets an upper bound of $b = c$ for the underlying Gaussians, which can then be related to $\sigma$ of the measured intensity distribution by equating it to the half-width half-max of the superposition, which gives the following expression for $b$ in terms of $\sigma$:

$$b = \frac{\sigma}{1 + \sqrt{1 + 2\ln(2)}}.$$ \hspace{1cm} (57)

This gives an upper bound estimate on the possible blob displacement from the center-line of $b = \delta \sim 0.26mm$ or $\delta/a \sim 13\%$ for $a = 2mm$.

Second, we consider the possibility that, rather than forming an annulus too small to be resolved, instead the blob was seeded at a location where the shear is not sufficient for annulus formation. In this case, the upper bound for the offset is given by the furthest the blob could be from the center-line and just form an annulus. To put a numerical bound on this distance, we first assume that the vortex has a Gaussian core structure, such that the azimuthal angular velocity $\omega(r) = u_\phi/r$ is given by

$$\omega(r) = \frac{\Gamma}{2\pi r^2}(1 - e^{-r^2/a^2})$$ \hspace{1cm} (58)
where $\Gamma$ and $a$ are the circulation and core size, respectively. Since this angular velocity is monotonically decreasing from the center of the vortex, for a blob of width $2r_b$ centered a distance $\delta$ away from the center-line, the maximal shear is experienced between the nearest and furtherest parts of a blob. The difference between angular speeds for these two points is given by

$$\Delta \omega(\delta) = \omega(\delta - r_b) - \omega(\delta + r_b).$$

(59)

In terms of the offset $\delta$, the time elapsed prior to observation $\Delta t$, and the angular velocity difference $\Delta \omega$, the condition for annulus formation can be written:

$$\Delta \omega(\delta) \Delta t \geq 2\pi.$$

(60)

For our experimental parameters, we can invert this equation to find the limiting value for $\delta$, the furthest the blob could be offset without forming a complete annulus. The most conservative error is achieved by using the lowest circulation examined $\Gamma \sim 12,000 \text{mm}^2/\text{s}$, the typical time between generation and the first acquisition $\Delta t = 0.11 \text{s}$, and a core size of $a = 2 \text{mm}$. Doing so gives

$$\delta \leq 0.4 \text{mm} \Rightarrow \delta/a \sim 20\%.$$

(61)

It is true that distances multiple core sizes away from the center-line also satisfy the no-annulus-formation condition (for the parameters above, this is $\delta/a \sim 2.25$); however, the dynamics of the dyed path would then be inconsistent with Biot-Savart evolution, which our experiments are not.

We see then that the possibility of placing the dye in a region with weak shear represents the larger offset, and thus error, for the two possible situations, providing an upper bound on the displacement of the center-line to be $\sim 20\%$ of the core size.

Given this upper-bound for the displacement, we can use numerical data for the vorticity and flow fields of a vortex column with $z$-dependent twist (detailed in section $z$-Depends Twist Distributions) to translate this offset into an expected error in the helicity.
measurement. Incorrect center-line paths through the vortex core are generated by superposing five helical paths around the center-line, each of which has a random phase between 0 and $2\pi$ and a random wavenumber between 0 and 10. The mean offset of the resultant random path from the correct center-line is then calculated by averaging the distances between the center-line and the random path in each normal cross-section of the vortex column. The difference between the actual helicity and the helicity measured from the random path is then computed and plotted against the mean offset from the center-line (Fig. S12F). The data is then binned, providing an average percent error for a given mean offset relative to the core size.

From this data we see that for offsets of $\delta/a \sim 20\%$, we expect errors in identifying the correct center-line path to contribute on average an error on the order of $\sim 1\%$ of the total helicity.

Estimation of Experimental Error Incurred in Velocity Sampling

To track the blobs inside the vortex core, the intensity values inside the tube were summed in the transverse directions to produce a 1D intensity profile along the center-line. While this process is important for producing robust peak tracking, it will effectively average the fluid velocity over a small region around the center-line, instead of reporting exactly the value at the center-line. Here we estimate the potential error from this procedure by examining the contributions from three distinct types of flows: (a) non-local, self-induced flows, (b) non-local, non-self-induced flows, (c) local, self-induced flows.

(a) Non-local, self-induced flows: A small segment of the vortex tube will feel the flow generated by both the segments in its immediate vicinity and by segments far from it in terms of path length distance. The nearby segments will in general produce a flow in the binormal direction, normal to the tangent of the center-line, such that this flow will not contribute to the integrand of the experimental helicity measure.

The distant vortex segments, however, can produce flows tangent to the vortex tube.
Assuming the alignment between the flow and the center-line is maximal and that the distant segments are on average the root-mean-squared radius $\bar{r}$ away, the tangential flow from these regions is given by $u_t = \Gamma / 2\pi \bar{r}$. The velocity that our measurement reports is then the average of this velocity over the extruded tube of edge length $2d$, i.e. between $\bar{r} - d$ and $\bar{r} + d$. In the regime where $d/\bar{r} \ll 1$, we can write the averaged velocity $\bar{u}$ as

$$
\bar{u} = \frac{1}{2d} \int_{\bar{r}-d}^{\bar{r}+d} \frac{\Gamma}{2\pi \bar{r}} dr \sim \frac{\Gamma}{2\pi \bar{r}} \left( 1 + \frac{1}{3} \left( \frac{d}{\bar{r}} \right)^3 + \mathcal{O} \left( \frac{d}{\bar{r}} \right)^5 \right)
$$

We see that for flows of this form, this average is exact to the third order in $d/\bar{r}$, which for the isolated helix, is roughly $(1/60)^3 \sim 1 \times 10^{-6}$.

(b) Non-local, non-self-induced flows: The vortex will also experience small flows from residual effects inside the tank associated with submerging the hydrofoil at the start of the experiment as well as residual flows from previous experiments. By Stoke’s theorem, these flows will only have a net contribution to the contour integral for the helicity if they are generated by vortex field-lines that are linked with the experimental vortex. Using buoyant micro-bubbles as tracers that dynamically aggregate on vortices, we can verify the absence of any vortices linked with the experimental vortices, such that we expect no net contribution to the integral from non-local, non-self-induced flows.

(c) Local, self-induced flows: Twisting of the vortex field lines will generate a local, axial flow along the vortex tube center-line. For a tube with constant linear twist density and a Gaussian vorticity profile, this axial flow has a Gaussian profile across the core, given by

$$
u_t = \frac{\tau \Gamma}{2\pi} e^{-r^2/\alpha^2}.
$$

where $\tau$ is the linear twist density. Taking the average of this flow over a window of width $2d$ centered on the center-line, we find

$$
\bar{u} = \frac{\tau \Gamma}{2\pi} \left( 1 - \frac{1}{3} \left( \frac{d}{\alpha} \right)^3 + \mathcal{O} \left( \frac{d}{\alpha} \right)^5 \right)
$$
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which for a core size of $a \sim 2\text{mm}$ and a window of $2d \sim 1\text{mm}$ results in a $\sim 1\%$
reduction in the measured velocity as compared to the exact center-line velocity.

Helicity Values of Planar Loops

In all cases, the starting writhe and total helicity for experimentally generated planar rings is zero and remains zero over the course of their evolution and interaction with other, even helical, vortices (Figs. S13, A and C). The constant zero values of the total and component helicities indicates that while the helicity of the partner helix may be evolving in a complicated way, there is minimal or no transfer of helicity between the distinct loops throughout these processes at these scales.
Figure 1: Hydrofoil parameters. (A) An example hydrofoil mesh with the relevant experimental parameters labeled. Values for each parameter used in the three types of experiments are listed in the accompanying table. (B) The cross-section used for all hydrofoils. In all cases, $Ch = 15\text{mm}$, $\theta_b = 35^\circ$, $t_1 = 3.125\text{mm}$, and $t_2 = 0.188\text{mm}$.
Figure 2: Vortex circulation calibration. (A) Magnitude of flow velocity in a cross-section centered on an isolated, helical vortex. Colored rings indicate various contours along which the flow field is integrated (every other shown). (B) Values for the circulation integrals for contours. Colors match subset of contours shown in (A). The dotted line indicates the average of measured values and is taken to be the circulation, $\Gamma$, of the vortex at that moment in time. (C) Circulation values for a vortex recorded over its evolution. (D) Time averaged circulation values plotted against the final hydrofoil speed for 15 trials. The dotted line is a linear fit to the data.
Figure 3: Blob identification and tracking procedure. (A and B) After being traced from each volume, the raw path (A) is smoothed using a sinc filter with a cutoff frequency of \( \lambda_c \sim 14\, \text{mm} \), producing the smoothed path (B). (C) The volume around the smoothed path, flattened by summing over one of the two transverse directions. (D) The intensity profile along the path after summing over both the transverse dimensions. The open circles indicate the identification of a blob. (E) A comparison between intensity profiles over a sub-section over the vortex path, separated by 24ms. Trackpy is used to track the peaks over time. (F) The contribution to the total helicity from a single blob over time. The blue dots represent the raw dimensionless helicity density values \( \vec{u} \cdot \hat{t}/\Gamma \), while the gold line is the result of convolving the data with a Gaussian of standard deviation \( \sigma_s = 8\, \text{ms} \).
Figure 4: A ribbon writhing in space. The basis triad for the ribbon \((\hat{t}, \hat{u}, \hat{v})\) is illustrated with blue, red, and green vectors. The ribbon is everywhere untwisted. The angle by which the ribbon is over-wound when it returns to the start is \(\Delta \theta\).
Figure 5: Surfaces associated with thin-core vortex tubes. The solid, gold tube shows the center-line path, around which purple vortex surfaces are nested (shown with a cutaway for clarity). An example surface used for computing the toroidal flux is shown in white spanning the cross-section of one such vortex surface. A Seifert surface for the center-line is shown in orange. The portion of the Seifert surface that falls within the outermost vortex surface shown is highlighted in green and is the poloidal flux surface for that vortex surface.
Figure 6: Linear twist density $\tau(r, t)$ evolution in straight non-uniformly twisted vortex cores. (A and D) Snapshots of $\tau$ profiles for a variety of times for $\tau_1(r) = 1.0 + e^{-r^2/a_0^2}$ and $\tau_2(r) = 1.0 + e^{-r^2/a_0^2} \times 2(\cos(2\pi r/a_0) - 0.5)$ respectively. Each profile has been made dimensionless by rescaling by the initial core size $a_0$. (B and E) The percent error in $\int \vec{u} \cdot d\vec{l}$ relative to the helicity over time. (C and F) The core size over time for each initial state, normalized by the initial core size.
Figure 7: Simulation of a writhing vortex tube. (A) A vortex surface (purple) with vortex field-lines (cyan) nested about the center-line (gold). (B) Cutaways of vortex surfaces (purple) nested about the center-line (gold). The toroidal (gray) and poloidal (green) integration surfaces for a single vortex surface is shown, along with a vortex field-line that pierces each of them (cyan). (C) The dimensionless helicity of the volume over time compared to $\int \mathbf{u} \cdot d\mathbf{r} / \Gamma$. (D) The scale of the vortex core over time. (E) The error in the center-line total helicity measurement relative to the scale of the core. (F to H) $P(\chi)/T(\chi)$ for various time steps.
Figure 8: Estimated experimental separation of scale. (A to C) Estimated core scale for a typical isolated helix, stretched helix, and compressed helix respectively.
Figure 9: Measuring helicity with $z$-dependent twist. (A) A vortex surface (purple) with vortex field-lines (cyan) nested about the center-line (gold). (B) Cutaways of vortex surfaces (purple) nested about the center-line (gold). The toroidal (gray) and poloidal (green) integration surfaces for a single vortex surface as shown, along with a vortex field-line that pierces each of them (cyan). (C) The dimensionless helicity of the volume (dotted black line) over time compared to $\int \vec{u} \cdot d\vec{l} / T$ (solid gold line). A profile of $f(t; a, b) = a / (bt + 1)$ is fit to the helicity (dash-dotted purple line). (D to F) $P(\chi) / T(\chi)$ for various time steps.
Figure 10: Twist dissipation rates for a variety of vortices. (A) The rate of change of helicity $\dot{H}$ for a variety of vortex center-lines, normalized by $-4\nu/\bar{a}^2 \times \Gamma^2 Tw$, where $\bar{a}$ is the mean Gaussian width of the vorticity profile computed along the tube, and $Tw = H/\Gamma^2 - Wr$ since there is no tube linking. Repeated shapes (ring, three-fold) have different total amounts of twist for the same center-line. (B) The scale of each tube, determined by $\bar{a} \kappa$ where $\kappa$ is the mean curvature of the center-line. (C) Glyphs showing the center-line geometry for each field considered in (A). (D) Vortex surfaces (transparent purple), center-lines (gold) and field-lines (solid purple) for shapes considered in (A). (E) The rate of change of helicity $\dot{H}$ for straight line vortices with undulating Gaussian core profiles, given by $a(z) = a_0 + A \sin(2\pi z/L)$, normalized in the manner as in (A). The color indicates the degree of core profile modulation, beginning with $A = 0.25a_0$ (purple) and moving through $A = 0.3a_0$ to $A = 0.7a_0$ (light orange) in even steps of $0.1a_0$. Solid markers indicate computations performed on initial states, open markers show computations performed on states evolved according to the Navier-Stokes equations ($0.25a_0$ and $0.5a_0$ cases only) (F) Glyphs showing the value of $a(z)$ along each initial state considered in (E).
Figure 11: Straight and coiling twisted vortices. (A) A straight twisted vortex of length $L$ where each filament winds by $2\pi$ around the center-line and the twist is $T_w = 1$. (B) A coiling twisted vortex also of length $L$ and filaments winding $2\pi$ around the center-line where the twist is $T_w = 0.7$. 
Figure 12: Center-line position verification. (A) A schematic showing the shearing of a dye blob offset from the center-line of the vortex, shown experimentally for dye purposefully seeded off the center-line in (B). (C) Schematic showing the evolution of a dye blob placed on the center-line. (D) A cross-section of a typical blob used in each experiment. (E) The intensity sampled over the white line shown in (D). The solid curve is a Gaussian fit to the data. (F) The absolute percent difference between the correct helicity and the helicity measured using random paths with a variety of mean offsets from the center-line. The blue dots indicate the values for a random path, while the gold dots and their error bars are found by binning the data in units of 0.11\(a\) and then averaging the data and taking its standard deviation within each bin.
Figure 13: Helicity values of planar rings. (A,B) The helicity and length, respectively, of a planar ring as it compressed via leap-frogging with a helical ring. (C,D) The helicity and length, respectively, of a planar ring as it is stretched via leap-frogging with a helical ring. All times are rescaled by $\nu/a_0^2$, where $a_0$ is taken to be $1.5\text{mm}$ in all cases.
**Movie S1** Demonstration of topological equivalence between winding generated by linking, writhing, and twisting.
Movie S2 A stretched helix and compressed ring evolving in water. Vortex cores are seeded with dye blobs, whose paths are traced over time in warm colors and overlaid on the volume.
**Movie S3** A compressed ring and stretched helix evolving in water. Vortex cores are seeded with dye blobs, whose paths are traced over time in warm colors and overlaid on the volume.
**Movie S4** Vortex field lines of a simulated writhing vortex tube. Field lines are shown from canted-side and top-down perspectives. Each field line is colored by the value of $\vec{\omega} \cdot \vec{V} \times \vec{\omega}$ at that point. Surface shows and isosurface of $|\vec{\omega}|^2$ equal to half the initial max value.
Movie S5 Helicity isosurfaces for a simulated writhing vortex tube. Surfaces are shown from canted-side and top-down perspectives, along with a cross-section of the helicity density in the $xz$ plane.
**Movie S6** Vortex field lines of a simulated straight twisted vortex tube. Field lines are shown from canted-side and top-down perspectives. Each field line is colored by the value of \( \vec{\omega} \cdot \vec{V} \times \vec{\omega} \) at that point. Surface shows and isosurface of \( |\vec{\omega}|^2 \) equal to half the initial max value.
**Movie S7** Helicity isosurfaces for a straight twisted vortex tube. Surfaces are shown from canted-side and top-down perspectives, along with a cross-section of the helicity density in the $xz$ plane.
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