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Spherical harmonics (SH) have been extensively used as a basis for analyzing the morphology of particles
in granular mechanics. The use of SH is facilitated by mapping the particle coordinates onto a unit sphere,
in practice often a straightforward rescaling of the radial coordinate. However, when applied to oblate- or
prolate-shaped particles the SH analysis quality degenerates with significant oscillations appearing after the
reconstruction. Here, we propose a spheroidal harmonics (SOH) approach for the expansion and reconstruction
of prolate and oblate particles. This generalizes the SH approach by providing additional parameters that can be

adjusted per particle to minimize geometric distortion, thus increasing the analysis quality. We propose three
mapping techniques for handling both star-shaped and non-star-shaped particles onto spheroidal domains.
The results demonstrate the ability of the SOH to overcome the shortcomings of SH without requiring
computationally expensive solutions or drastic changes to existing codes and processing pipelines.

1. Introduction

Accurate and efficient shape characterization of granular surfaces
is crucial in many engineering applications, e.g., interparticle interac-
tion [1], heterogeneous microstructures [2], and fluid flow in granular
media, to name just a few. These characterization processes yield
shape signatures that can be used for classifying and comparing par-
ticulate matter [3], as well as generating virtual microstructures with
statistically accurate shapes.

A frequently used approach for shape characterization relies on a
harmonic decomposition of surfaces via the spherical harmonics (SH)
analysis. The details of SH are well discussed and reviewed in the
literature [4,5]. Briefly, to apply the SH analysis, one starts with a
parameterization strategy to obtain a bijective mapping of the input
mesh onto a unit sphere. This yields the spherical coordinates (6, ¢)
of each vertex of the input mesh when mapped onto the sphere. A
commonly used mapping approach is to normalize the radial distances
of each point in the mesh, as computed from the centroid of the
surface. The mapping can be used to compute Fourier weights of the
mesh by projecting its coordinates onto the SH basis functions, assum-
ing orthonormality. The SH method is commonly used in biomedical
applications and medical imaging, e.g., studying the shapes of the
human brain [4], heart ventricles [6], and skulls [7]. SH is also used
in computer graphics and geometry processing [8] for comparing and
classifying objects, as well as in astrophysical [9] and geophysical [10]
applications.

* Corresponding author.

In the specific context of particulate and granular mechanics, SH
analyses are used to characterize the shape of sand, gravel, and stones
as well as to analyze and generate realistic virtual microstructures [2,
11-18]. The surfaces in this domain are mostly (but not exclusively)
star-shaped so that an invertible mapping of surface coordinates to the
sphere is typically obtained by simply normalizing the radial distance
measured from the centroid of the particle surface (this approach
is herein referred to as radial mapping). However, applying the SH
approach to oblate- and prolate-shaped particles (e.g., river gravel and
coral sand, respectively) reveals a visual degradation of the reconstruc-
tion quality using SH analysis. Fig. 1, shows a comparison between
reconstructing two artificial surfaces: one with an aspect ratio AR = 1
and the same surface but with AR = 2. The reconstruction of the
second benchmark shows clear oscillations that take place in regions
of large area distortions on the spherical image S?. Some examples
of such oscillations in more practical scenarios are also visible in
literature, such as [11] (Fig. 4.10 and 4.12 of that work) and [19]. The
degradation appears as high-frequency oscillations in localized regions
of the reconstructed surfaces, and are thus difficult to capture with
standard second norm errors. Nevertheless, the oscillations have an
impact on the spectral properties that in turn affect the measure of the
fractal dimension of the particles. Further, in mechanical simulations
such as finite or discrete elements, these oscillations can impact the
surface contact and the crack propagation along such interface [2,20].
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SH reconstruction

Fig. 1. A benchmark shape [see the online documentation of [21]] analyzed and reconstructed using the radial-based spherical harmonics approach. The top row (A) shows the
original benchmark surface with an aspect ratio AR = 1.0, whereas the bottom row (B) repeats the analysis for the same surface stretched to an aspect ratio AR = 2. Each row
shows, from left to right, the input meshes, the radial parameterization results, and the reconstruction results. The example shows how changing the AR away from unity distorts
the mesh after the mapping, which limits the maximum reconstruction frequency and affects the orthogonality of the bases resulting in oscillations after reconstruction (bottom

right).

The appearance of these spurious oscillations on surfaces of low
true sphericity index [22] implies that the prevalent radial mapping ap-
proach to obtain spherical coordinates induces large topological angle
and/or area distortions, which cause discrepancies in the distribution of
points on the sphere. Consequently, the orthogonality of the SH basis is
increasingly lost [4]. Noisy input data and sharp features in the surface
geometry can provide additional sources of surface oscillations in the
reconstruction [23-25]. The errors in the reconstruction get worse as
the number of analysis degrees increases, demonstrating that this is a
divergence issue where Fourier weights do not tend to diminish for high
degrees.

These oscillations are sometimes damped using windowing func-
tions, as in e.g. the weighted-SPHARM approach [24]. Such methods,
however, introduce new parameters that are not immediately geomet-
rically interpretable while altering all the coefficients without regard
to the actual shape of the stone inside the weighting function. The
latter means that Fourier weights are changed, such that these cannot
be used for the roughness analysis (measure fractals) or to generate
representative particles.

Though the radial mapping approach for studying particles is preva-
lent due to its simplicity and low cost, alternative techniques for
mapping surfaces onto spheres exist in other scientific domains. These
approaches are often based on the minimization of the conformal
energy [26-28] or curvature flow [29-31], and are generally suited to
star-shaped as well as non-star-shaped particles. However, the iterative
nature of these algorithms can come with a high computational cost,
and these approaches still do not completely mitigate the reconstruc-
tion problems for prolate/oblate geometries. For instance, conformally
mapping a surface onto a sphere can result in large area distortions and
large gaps in the distribution of the points. These gaps are limited with
bandwidth, so the higher harmonics (frequencies) do not converge at
the affected regions [32] which will be a source of oscillations. One
possible way to reduce these gaps onto a spherical domain is by bal-
ancing the angle and area distortions using local weight functions [33].
For granular surface analysis, however, these alternative techniques to

radial mapping have not been widely adopted, possibly due to their
computational cost and complexity.

Another possible avenue to mitigate the mapping-induced distor-
tions is to define a parameterization domain that more closely adheres
to the dominant geometric features of the considered shapes. Along this
line, recent generalizations of the original SH method have taken place
to account for open surfaces using the hemispherical harmonics (HSHA)
approach [6,34]. This was followed by a more general approach of
open surfaces through the spherical cap harmonics (SCHA) [35]. The
underpinning idea in the SCHA method is to analyze open surfaces on
more general and customizable parameterization domains (i.e., spher-
ical caps prescribed by an opening angle 6.). More recently, we also
proposed a more computationally efficient approach based on the disk
harmonics analysis (DHA) to treat nominally flat self-affine rough sur-
faces [36]. Using such custom parameterization domains in SCHA and
DHA to lower mapping-induced topological distortions improves the
decomposition and reconstruction results. Recently, Huang et al. [16]
attempted to address the oscillation problem by proposing a “shrink-
age strategy” to limit the effect of amplified zeroth-order harmonics,
effectively parameterizing the radial mapping approach with the par-
ticle’s aspect ratio. This procedure resulted in fewer oscillations in the
middle band of the particles, though it was still combined with numer-
ical damping of the harmonic basis similar to the weighted-SPHARM
approach [24].

Motivated by the success of customizable mapping domains, we
propose here to use confocal spheroidal coordinates (oblate and prolate
spaces) for the characterization of oblate/prolate granular particles.
These domains are customizable in that they contain parameters (the
major and minor axes of the spheroid) to be tuned for each particle
separately. Formally, they generalize the SH coordinates and contain
the SH as a special case. In fact, similar to the SH, the spheroidal basis
functions consist of the associated Legendre polynomials with Fourier
bases, which makes the transition to spheroidal harmonics seamless
for the granular mechanics community. Further, previous experimental
work uses spheroids to classify and characterize a wide spectrum of
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Fig. 2. Oblate (A) and prolate (B) spheroids & embedded in R*. (C) The elliptic coordinates where the solid lines represent the confocal ellipses while the dashed lines are the
confocal hyperbolas. When the elliptic system revolves about the vertical axis (red) it generates an oblate surface, while the prolate one can be generated by revolving about the
horizontal axis (blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

granular particles [37,38]. This implies that even with a simple low-
cost mapping technique such as the radial mapping commonly used in
the granular mechanics community, one can expect reduced distortions
in this domain.

The rest of this paper is organized as follows. Section 2 introduces
the spheroidal coordinate system and the harmonic bases used for
the analysis. Section 3 is where we propose methods to determine
the spheroidal domains and proper parameterization methods for the
analysis of star-shaped (SS) and non-star-shaped (NSS) closed surfaces.
Detailed results and comparisons are depicted in Section 4. Eventually,
conclusions and future works are summarized in Section 5. For repro-
ducibility, the Python3 codes that were used in this paper are made
available on GitHub.

2. Spheroidal space and the corresponding harmonics
2.1. Ellipsoidal and spheroidal coordinates

An ellipsoidal surface in R and centered about the origin © is

written in the Cartesian coordinates as:
2 2 2
X Z
i, &)

2 e

where a,b,c are positive real numbers that describe the semi-axis

lengths along each of the coordinate directions. Spheroidal surfaces

form a subset of (1) where a = b, and can thus be written as:
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More generally, in this work, we always interpret a as the repeated
semi-axis length and ¢ as the third (non-repeating one), independent of
the orientation of the spheroid in R3. The object is classified as oblate
if a > ¢ (Fig. 2A) or as prolate if ¢ > a (Fig. 2B). In the latter condition,
we intentionally included the sphere (¢ = b = ¢) because the prolate
harmonics mathematically degenerate to the spherical ones as ¢ — a
(as discussed below). Further, we denote the aspect ratio AR = a/c
(i.e., a/c > 1 is for oblate spheroids, a/c < 1 is for prolate ones, and
a/c =1 is for a sphere).

Spheroidal coordinates are obtained by revolving elliptic coordi-
nates around an axis. The elliptical coordinates (shown in Fig. 2C)
are an orthogonal system formed by confocal ellipses (solid lines) and
hyperbolae (dashed lines). Here any elliptical section is identified by ¢
€ R*, which is analogous to the radial vector in polar coordinates, and
the hyperbolic section is identified by the latitude angle #, analogous
to the angular coordinate in polar coordinates.

In Fig. 2C, revolving the depicted elliptic coordinates about the
horizontal axis generates prolate coordinates, while revolving it about
the vertical axis generates oblate ones. The azimuthal angle ¢ € [0, 2x)
then completes the spheroidal coordinate system (¢, 7, ¢). Spheroidal
coordinates form quadric surfaces of revolution that define a complete
set of coordinates to sufficiently describe any point in R3.

Starting with oblate spheroids, the parametric form of the oblate
spheroidal coordinates can be written as:

x(&,n,¢p) =e cosh{ cosy cos @,
(&, n,¢) =e cosh{ cosny sing, 3)
z(¢,n) = e sinh{ singy,

where (+e,0) are the coordinates of the foci along the major axis,
and the latitude angle n € [-x/2,7/2]. Similarly, the parametric
representation of the prolate coordinates can be written as:

x(¢,n,¢) =e sinh{ sing cos ¢,
y(&,n,¢) =e sinh{ siny sing, 4
z(¢,n) = e cosh{ cosy.

For the prolate coordinates the latitude angle # € [0, ].

In the context of this paper, we focus primarily on spheroidal
surfaces, which are defined by a constant value of { = ¢, and param-
eterized solely through 7 and ¢. From the parametric forms in Eq. (3)
and (4) we can write the aspect ratio AR of any spheroidal surface as
a function of ¢, where AR = [tanh ;]! for oblates or AR = tanh{, for
prolates.

2.2. Spheroidal harmonic functions

The harmonics of oblate and prolate spheroidal coordinates are a
special case of the ellipsoidal harmonics, which generalize the spher-
ical harmonics. Similar to the spherical harmonics, the basis can be
obtained by assuming that the differential form of the elliptic partial
differential equation of Laplace V2 f = 0 is separable, where V2 = 4 is
the Laplace-Beltrami operator. In this section, we briefly describe the
derivation of the bases and introduce our notation to align it with the
used SH notation in the granular mechanics literature. Further details
can be found in standard textbooks, e.g., [39-43].

2.2.1. Basis functions of oblate coordinates

The Laplacian expression can be simplified by letting & = sinh¢
and & = siny, so that & € [0,0) and &, € [—1,1] [40]. By using the
identities cosh? a — sinh?> @ = 1 and cos? b +sin® b = 1, we can rewrite the
parametric coordinates in Eq. (3) as:

X(E &) = \J(1+E(1 - &) cosh,
Ve & d) = /(1 +E(1 - &) sing, ®

2(§1.6) =¢ & &.

After writing the metric coefficients in the curvilinear coordinates,
we can write the Laplacian operator in oblate coordinates as:

V2 :;<i<2 1%) i<1_2ﬂ>
! (& +&) \ 0 G+ )‘351 " 05, ( éz)afz
§+8 6f2>

9 (6)
&+ D1 - &) a¢?
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In our context, we only consider spheroidal surfaces where &, = const,
so we drop all the terms related to £, from the general solution to obtain
the Laplace-Beltrami operator on an oblate spheroidal surface.

Classically, the solution of Eq. (6) can be obtained by separation.
The general solution form can be written as:

f.9) = 6(&m) P@). @

Substituting the general solution into (6), we obtain two equations.
The first is Euler’s ordinary differential equation (ODE) as a function of
¢ only:

2
22w, ®
D o¢?

with m? is any arbitrary positive number. The second ODE is obtained
from applying the separation of variables twice on the general form of
Eq. (6) and bundling the rest of the terms as a function of &, only:

0 00 o m?
a—é((l—f%)g—é)—1_§§+@n(n+1):0. 9)
Eq. (9) is Legendre’s associated differential equation of order m and
degree n. Another form of Eq. (9) can be commonly found in the
literature by applying the exterior derivative on the first term inside
the parenthesis of the left-hand side.

Now, we can write the particular solutions of both ODEs. The
solution for Eq. (8) can be expressed via Fourier series:

D, (p) = =M, 10)

where i> = —1. Since the solution along ¢ is periodic [with @,,(¢) =
@, (¢ +2x) and @/ (¢p) = @/ (¢ + 27)], m must be an integer.

The solution for Eq. (9) can be expressed with the first- and second-
kind associated Legendre polynomials, P(&,) and Q) (&,) respectively.
However, here we only use the first kind as the second kind is singular
at the poles of the oblate coordinates. From Eq. (9), we write the
solution as a function of #:

" = P!(siny). an

Now, the particular solution can take the form f)) = P/(sin#) em® for
arbitrary n and m € {-n,...,0,...,n}. The degrees n € Z* represent
the ranked roots (eigenvalues) of the associated Legendre polynomials.
Subsequently, we can expand a continuous field f distributed uniformly
over an oblate as a linear series with weights A” and normalization
factors N

o)=Y > NI Ab Pi(sing) ™. (12)

n=0 m=—n

2.2.2. Basis functions of prolate coordinates

As above, let & = cosh¢ and & = cosn; with & € [0,00) and
& € [—1,1]. Then, we can rewrite the prolate parametric coordinates
in Eq. (4) as:

(& &) = e (/@ = 1)(1 - &) cos b,
W6 ) = /(€ = 1)1 = &) sin, as

z2(¢1,8) =e & &.

The corresponding general Laplacian operator of prolate coordi-
nates can be written as:

e ran (@) (0-9F)
T =@ o \og \G 7 Doz ) "o (17905,
2_ 2 )
M A a4
& =11 - &) o¢?

From Eq. (14) we can see that the general form is similar to Eq. (6)
apart from a change in sign in some terms and the definition of &, and
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&,. This only changes the particular solution that depends on #, which
now becomes:

O = Pl(cosn). 5)
With this, we can write the expansion of any field f as an infinite series:
0 n
fo¢)=Y D Ni AL Pl(cosn) ¢, 16)
n=0 m=-n

where m is the order and » is the degree of the solution.

2.2.3. Summary of the spheroidal harmonics

Here we summarize the spheroidal basis for any degree n and order
—n < m < n. The number of evaluated basis functions up to any n-degree
is (n + 1)2. The normalization factors N} ensure orthonormality of the
basis and match the ones derived for the spherical harmonics [42]:

N = 2n+1) (n—m)!. a”n
m v 4 (n+m)!

Any function f defined on a spheroidal surface of constant ¢ can
then be decomposed and approximated as a truncated series up to n
degrees as:

max

fongy=Y 3 NI AL P! (&) ™, where as)
n=0 m=—n
sing  afec>1
= 19
&) {Cosr] afc<l. 19

Notice that & 1)ypiare = &2+ 7/2) prorare- Numerically, this is equivalent
to the spherical harmonics basis but wrapped over a different domain.
Due to the truncation error with the infinite series, we used f in (18)
instead of f such that f — f as n,, — co.

To efficiently solve for the Fourier weights A” we refer the readers
to the newly proposed approach by Shaqfa et al. [44] through the
modified randomized Kaczmarz (RK) algorithms that were accelerated
with the conjugate symmetry and sparsity of the signals. Lastly, Fig. 3
visualizes the real part of the harmonics for oblate and prolate basis.

3. Surface parameterization onto spheroidal domains

The surface parameterization bijectively maps surfaces that are
embedded in the Cartesian space R? onto a target 2-manifold. These
mappings are usually not isometric as they do not preserve distances
locally. Thus, we can classify mappings into angle-preserving (confor-
mal) and area-preserving mappings. Conformal mapping does not, in
general, preserve the local areas of the mapped surfaces which might
result in large area distortions. Conversely, area-preserving mapping
does not preserve angles. The choice of a suitable mapping is generally
application-dependent and keeping a balance between the area- and
angle-preserving approaches is often desired [33].

The surface parameterization step is essential to find an equivalent
embedding of the surface into the analysis domain. The most common
particle-related SH algorithms use radial mapping into a unit sphere,
e.g., [11,19]. Although this approach is not guaranteed to be bijective
and often induces both angle and area errors, it is simple and numeri-
cally efficient, which is important when hundreds of particles are being
analyzed in granular mechanics applications.

In this section, we first introduce two possible coordinate inversions
from R? onto (y,¢) that underlie two of the surface parameteriza-
tions used in this work. Both inversions are parameterized, and we
subsequently discuss the choice of the domain parameters as well
as a transformation strategy to register surfaces into a canonical co-
ordinate system. These two parameterizations extend the traditional
radial projection in SH, but can only be used for star-shaped (SS)
particles (see Section SI-1.1 of the Supplementary Information for a
definition). To handle also non-star-shaped (NSS) particles, this section
finally discusses a preprocessing step based on the conformalized mean
curvature flow (cMCF) method [45]. Using this method we can flow
particles into NSS particles into SS ones and subsequently use either
of the two parameterization techniques.
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(5.1)

(50, O)

Fig. 3. Examples of the oblate and prolate harmonic basis. (A) — (D) contain oblate (left) and prolate (right) harmonics that correspond for (n,m) pairs (below). To construct the
spheroids, we used ¢ = 0.4 and e = 5. The color represents the normalized real part of the basis N} R{O} (1) @,(¢)}. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

3.1. Coordinate inversions

The main purpose of this section is to compute the parameterization
coordinates in the general solution of Eq. (18); we need to find ¢-
and n-coordinates that correspond to the surface (x,y, z) coordinates.
As spheroids are surfaces of revolution (see Fig. 2), computing ¢ is
unambiguous and straightforward, such that the inverted azimuthal
coordinate ¢ = tan~'(y/x). This definition is similar to the one used
for spherical coordinates. For the rest of this section, we only discuss
methods to determine the #-coordinate.

First, it is natural to use the curvilinear spheroidal coordinates to
define the mapping onto the target spheroids, and we denote this
approach the hyperbolic mapping. In Section SI-1.2 of the Supplementary
Information, we describe the native analytic derivation of the inversion
of the curvilinear spheroidal coordinates to compute (¢, , ¢) of a given
surface points € R3. The analytic coordinate inversions for 4, for oblate
and prolate spheroids respectively, are given as:

r]=3{cosh’l (@)}, ¢ = ER{cosh’1 (m’b—:m)} (20)
r]:S{cosh_1 <¢>}, ¢ :E)i{cosh_1 <%>} 21

Where p = 1/x2+ )2 is computed for oblate or prolate spheroids as
shown in subscripts of p in Eq. (20) and (21) respectively. In this
inversion, the value of ¢ will not affect the hyperbolic coordinate #; the
choice of e is the free domain parameter that can be adjusted to each
particle individually, as discussed in the next section. This is analogous
to spherical harmonics where the value of the radial coordinate r is
invariant to the basis functions for surface shape morphology. Further,
note that as e — 0, the values of # become equivalent to the polar
coordinates 6, and the mapping will reduce to a traditional radial
mapping as used in SH.

Fig. 4A shows the hyperbolic mapping in 2D for different choices
of the domain parameter e. From the same figure, it can be seen
how the distances between the mapped points (red crosses) onto the
target ellipse change; thus, directly affecting the distribution of n. The
sampling of # is critical to the orthogonality of the basis functions and
the overall reconstruction quality as entailed in Eq. (18). In Fig. 4A
when e = 2.5 the focal points are laid outside the input contour, and as a
result, the mapping results have large gaps in the  coordinate (trimmed
around the poles). These gaps will result in badly conditioned basis

functions that degrade the reconstruction quality. In the next sections,
we will describe how to choose the parameter e to avoid this.

Second, we consider a coordinate inversion based on rescaling the
conventional spherical coordinates according to a certain chosen aspect
ratio, which is the free parameter of this inversion. Rescaling the unit
sphere with aspect ratio AR leads to a spheroid of constant { = ¢,
with AR = [tanh{,]~! for oblates or AR = tanh(, for prolates (where
the scaling is independent of ¢). To compute the coordinate inversion
from given particle surface points € R>, we then use a standard
spherical radial projection to compute an approximation to the latitude
angle denoted as 7. This simplified radial mapping replaces the exact
hyperbolic coordinate # with the approximation:

# = tan™! <AR ;> (22)
N

This approximation can be understood mathematically as a lineariza-
tion (first-order approximation) of an exact spheroidal coordinate #,
discarding higher-order terms in the distance from the target surface
with {, and e (a full derivation is shown in Section SI-1.3 of the
Supplementary Information). As AR — 1, this mapping is equivalent
to the radial mapping used in SH.

Fig. 4B shows an example of this 2D radial mapping approach onto
different elliptic targets for multiple choices of the domain parameter
AR. Due to its similarity with the traditional radial mapping in SH, we
here refer to it as the radial mapping approach.

3.2. Choice of domain parameters

Here we discuss the choice of the domain parameters e (for the
hyperbolic mapping) and AR (for the radial mapping), starting from
an arbitrary closed surface with n, vertices in R3. First, we discuss
a generic transformation to place any particle object in canonical
coordinates. Then, we discuss the choice of domain parameters and the
details of the mapping for each of the three proposed approaches.

3.2.1. Canonical coordinates

To reduce the dimensionality of the fitting problem and place ob-
jects in canonical coordinates, we first translate our object such that the
geometrical centroid is placed at the origin O. Next, we rotate the object
to align the object axis that maximizes the variance (largest dimension
of the object) with the X-axis, while the one with a minimum variance
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e=2.5

0.2181+0.1672

AR =25

,//\§

0.2304+0.0376

Fig. 4. Computing the mapping of 2D closed contours, constituted by equidistant segments, via two different coordinate inversions. The 2D contours were used to simplify the
visualization of the mapping process as a cross-section of a given stone. (A) mapping the 2D contour using hyperbolic mapping onto several target coordinates as a function of the
focal distance e. For this set the choice of ¢ was arbitrary as the mapping is a function of e only. (B) mapping of the same contour using the rescaled polar coordinates approach
as a function of the aspect ratio AR = a/c. The radial bar chart underneath each inset shows the radial distribution of the arclength between two consecutive points onto the target
elliptic domain and was annotated with the average + standard deviation (STD). The confocal red dashed circle in the radial charts marks the corresponding average arclength.
Minimal STD (boldfaced) of the illustrated examples represents a more uniform mapping that typically corresponds to a better reconstruction accuracy. The mapped points (red
crosses), in the lower insets, have been visualized when ¢ — o for the hyperbolic mapping (A), and rescaled circles with AR — 1 for the radial one (B). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

is aligned with the Z-axis. One efficient way to do that is by applying
the singular value decomposition (SVD) approach to the 3 x n, vertex
matrix P, yielding P = UXVT with U is a 3 x 3 rotation matrix.
The canonical placement can then be computed as P = UTP. By
construction, prolate-like surfaces will have their major axis aligned
over the X-axis. So, we rotate prolates by an additional +z/2 about
the Y-axis to align with the basis definition (cf. Fig. 3); this is applied
just before the analysis step. By averaging, we merge two of the closest
semi-axis lengths into one in order to find initial guesses for semi-axis
lengths @ and ¢, based on which we classify whether the surface is
oblate or prolate.

After the canonical transformation and spheroidal classification,
we can now use a least-squares fit to find the spheroidal parameters
a and c¢ that best describe the surface. To this end, we write the
general equations for oblate and prolate surfaces implicitly as level-set
functions:

Fopiare ¥, 2) = ¢ (X + y2) + 22 = 1. (23)

Forotare.3.2) = ;X2 + ¢,(3% + 25 — 1. (24

We then find ¢, and ¢, from a least-squares fitting of the ap-
propriate level-set function to the vertex matrix P. Afterward, the
spheroidal coordinates can be extracted such that the focal distance
e =+/|1/¢; — 1/c,|, while ¢ = cosh™!(a/e) or ¢ = sinh™!(a/e) depending
on whether the fitted spheroid is oblate or prolate, respectively. After
reconstructing our surface with the spheroidal harmonics, we can re-
verse the rotations and placements removed from the canonical systems
to match the registration of the input surface.

3.2.2. Radial mapping onto spheroids for star-shaped (SS) particles

The radial projection approach is straightforward to implement and
computationally inexpensive, which explains its intensive use in par-
ticulate matter research. For a radial spherical parameterization onto
S?, the radial mapping is obtained by simply normalizing the vectors
pointing from the geometric centroid to any point on the surface. Such a
normalization process maps all vertices on the surface to a unit sphere.
For our parameterized radial map, we set the domain parameter AR
directly as the aspect ratio of the fitted canonical spheroid. We note
that this combination of radial mapping and spheroidal analysis is
equivalent to performing classical spherical harmonics on a rescaled
version of the granular particle, similar to the approach proposed
in [16] (but without their damping of the weights).

To ensure bijectivity, this radial-based mapping method requires
that any radial vector pointing out from the geometric centroid inter-
sects only once with the particle surface. In other words, the mapping
should be always bijective, meaning that each point on the particle
surface corresponds to a unique point on the target spheroid &. If this is
the case, the particle is characterized “‘star-shaped” (SS); otherwise, the
particle is characterized “non-star-shaped” (NSS), similar to the use of
these terms in SH approaches. Visual examples of SS and NSS particles
are discussed in Section SI-1.1 of the Supplementary Information. In
this work, we restrict the radial mapping approach described in this
section to SS particles only.

3.2.3. Hyperbolic mapping onto spheroids for star-shaped (SS) particles
Following the exact spheroidal coordinate inversion, we can directly
obtain 5 associated with the hyperbolic curve intersecting a given
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Fitted
spheroid

Fig. 5. Comparison between the least-squares fit and the inscribed spheroids as a
function of 6, to find the target spheroid £ for the stone FP_C_684_1 [the stone was
retrieved from [46]]. (A) shows the results of the least squares fit with AR = 0.4630
(and the here redundant e = 0.0805) (prolate spheroid). (B) is the scaled spheroid results
(using 6, = =/18) with an optimal Cop = 0.0626. (C) same as (B) but with 6, = z/6 and

a corresponding e,, = 0.0423.

location in R3. However, as explained above, the value of 1 will depend
on the choice of the domain parameter e. The examples in Fig. 4A show
that the choice of e have a significant impact on the quality of the
mapping. Specifically, when the focal points are outside of the convex
hull of the surface points, the hyperbolic directors tend to cluster points
in the vicinity of the major axes of the spheroid resulting in a trimmed
spheroidal domain and often non-bijective images (see Fig. 4A when
e = 2.5). This results in a faulty reconstruction of the surface.

To find a suitable choice of e for a given particle, we start from
the least-squares fit values of a and ¢ and compute an initial guess for
e = v/|a% — ¢2|. To find out if the value of e extends beyond the particle
surface, we define two cones emanating from the centroid to the North
and South pole of the registered surface, respectively. Each cone has a
user-defined opening angle 6,. Next, we filter out all the points that
do not fall inside this cone, such that [8] ¢ (0,6,) or ¢ (0,7 — 6,)
for prolate surfaces and |7/2 — 6| ¢ (0,6,) for oblate ones. Here, 6§ =
tan~! (z/ V/x2 4+ »? ) which is measured from the positive Z-axis. The
last step is to iteratively shrink the fitted spheroid by shrinking e to
Ae with A < 1 until all the selected points by the cone fall outside the
spheroid. Fig. 5 shows a comparison between the fitted target spheroid
and the optimized ones as a function of 6, and their corresponding
scales 4. As can be seen from the same figure, the smaller 6, the
larger the target. In general, the reconstruction accuracy favors target
spheroids that are as large as the input surfaces to reduce topological
distortions. In this work, using 6, = /18 was satisfactory for the tested
oblate and prolate stones.

After finding the optimal e, a particle may or may not be SS, as
defined by whether any 7 coordinate line intersects with the surface
more than once. In Section SI-1.1 of the Supplementary Information, we
show examples of SS and NSS stones in the context of hyperbolic map-
pings. In the results below, we only apply the hyperbolic techniques to
surfaces for which this results in bijective mappings; those surfaces are
typically SS as well.

Overall, the reconstruction results of the herein-proposed optimal
target spheroid with hyperbolic mapping were found to be better than
using the proposed radial mapping with the fitted spheroid. This is
mainly because the hyperbolic directors tend to closely sample points
near the high curvature vicinity onto the target spheroids. This near-
pole clustering helps in the regularization process and the convergence
of the analysis. Further, the hyperbolic mapping tends to result in a
more uniform sampling of #, which reduces the orthogonality error of
the basis functions. An example illustrating these differences between
the two mapping approaches for a 2D problem is given in Section SI-1.4
of the Supplementary Information.

Construction and Building Materials 454 (2024) 138967

3.2.4. Conformalized mean curvature flow (cMCF) for fairing non-star-
shaped (NSS) shapes

Applying radial or hyperbolic mapping to NSS particles onto target
spheroids typically results in nonbijective spheroidal images. To enable
the ability to analyze NSS particles, we here propose a preprocessing
step based on curvature flow iterations, in order to conformally map
an NSS particle into an SS image, which enables the use of the radial
or hyperbolic maps as proposed above. In general, the curvature flow
methods resemble a smoothing (fairing) process that deforms the input
surface into a more convex state.

Several flow-based approaches exist for finding conformal mappings
onto a target surface. The discrete Ricci flow [29] approach is one of
the most commonly used methods, with applications in, for instance,
fairing rough surfaces. The Ricci flow however is an intrinsic flow
method, so that after the flow reaches the target (user-defined) cur-
vature we need to find the equivalent embedding into R3. A robust
explicit flow alternative, more suitable to our context, is the confor-
malized mean curvature flow (cMCF) proposed by Kazhdan et al. [45].
This method is a modified version of the original MCF approach for
convex surfaces [47]. A further improvement was proposed in [31] to
specifically enhance cMCF for surfaces with sharp features. However,
the cMCF by [45] was found sufficient for granular mechanics particles
and will be briefly discussed below. We implemented the cMCF using
the efficient finite element method (FEM) operators provided in [21]
that follow the discrete differential geometry operators defined in [48].

Unlike the Ricci flow approach, the cMCF does not flow into a
prescribed target metric, instead, it converges into a sphere. Before
converging into a sphere, the cMCF flow passes through intermediate
diffeomorphism stages (fairing iterations) where the surface becomes
star-shaped while the map remains conformal. Note that due to the
conformal nature of the map, after many fairing iterations, we can
obtain large local area distortions that can harm the surface reconstruc-
tion quality. In this work, we therefore generally perform iterations on
NSS surfaces until they become star-shaped. After fairing we can apply
one of the abovementioned radial or hyperbolic mappings as a comple-
mentary step to find the target spheroid of the diffeomorphism. Since
the resulting diffeomorphism surfaces are close to being spheroidal in
shape, applying the least-squares fitting approach of Section 3.2 leads
to a spheroid that is very close to the smoothed surface. In practice,
the radial map performed similarly to the hyperbolic map on these
smoothed particles. We therefore opt to forego the additional complex-
ity of the hyperbolic mapping and combine the cMCF solely with the
simple radial mapping approach in the results presented below.

4. Results and discussions

In this section, we present and discuss the results of the spheroidal
harmonic approaches presented in this paper for genus-0 closed par-
ticles. We denote the proposed radial mapping in Section 3.2.2 by
rSOH and the hyperbolic one in Section 3.2.3 by hSOH, and the cMCF-
preprocessed with radial mapping in Section 3.2.4 by c-rSOH. We
note that, as discussed above, rSOH and hSOH are only suited for
SS particles, whereas the c-rSOH can be applied to both SS and NSS
particles.

First, we analyze common particles from the granular mechanics
community where surfaces are usually convex or star-shaped (SS). For
this, we compare the results of all three proposed approaches for two
different datasets. We also compare our results with the traditional
SH and show numerical evidence for the superiority of the proposed
approaches. Second, we handle non-star-shaped (NSS) particles using
the c-rSOH approach only. The datasets that we base our analysis on
are summarized as follows:

» The first dataset consists of scanned stone masonry rubble. They
were used to construct as-built digital twins for stone walls [49].
The dataset was acquired by a portable laser scanner and can be
accessed from Saloustros et al. [46].
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» The second dataset is a collection of scanned aggregate parti-
cles [50]. It was produced using a novel 3D light scanner. The
dataset can be accessed from Thilakarathna [51].

» The third dataset consists of scanned Calcite and Kieselkalk ballast
stones that are used as railways ballast rubble [52]. It can be
accessed from Suhr et al. [53].

For reproducibility reasons, we base our benchmark surfaces on
three datasets that are published online. Moreover, we use the code
names of the analyzed particles as given by the original authors of each
dataset. For consistency, prior to our analyses, we remeshed all the ob-
tained raw data (point clouds or triangulated surfaces) via the screened
Poisson reconstruction approach [54] implemented in the open-source
library MeshLab [55]. Moreover, to make triangular meshes Delaunay,
we used the edge flipping strategy described in Lawson [56].

4.1. Analysis and reconstruction of star-shaped (SS) stones via c-rSOH,
hSOH, and rSOH

We start by studying the SS particles that are included in the first
two datasets [46,51]. We analyzed and reconstructed a set of ten
stones for each dataset using the radial, hyperbolic, and conformal-
preprocessed spheroidal harmonics as well as a traditional spherical
harmonics (SH) approach for comparison.

4.1.1. Dataset 1: Stone masonry rubble (SS)

The provided point clouds in the first dataset Saloustros et al. [49]
were used for building a digital twin for real stone masonry walls. Such
stones are generally sparse and do not give enough details about the
roughness and texture of the stones. Consequently, we used only n,,,, =
20 degrees for analyzing and reconstructing this dataset. Choosing
higher expansion degrees for the particles in this dataset makes the
analysis prone to diverge in the regularization step, especially when
the mapping domain has large area distortion. As a reconstruction
base, for all the proposed approaches, we used an icosahedron mesh
subject to three refinement cycles (with 642 vertices and 1280 faces).
The icosahedron spheres were rescaled to create a spheroidal base mesh
for the reconstruction. This leads to slightly distorted triangles in the
base mesh, but we here ignore this error that makes the points slightly
nonuniform for the reconstruction basis.

Fig. 6 shows a selected set of reconstruction results that serves as
numerical comparisons among the c-rSOH, hSOH, rSOH, and SH ap-
proaches. The left column shows the remeshed input meshes from [46].
The next four columns show the results of the (from the left) c-rSOH,
hSOH, rSOH, and SH, respectively. For the c-rSOH approach, we only
used three fairing iterations (j = 3) and a non-dimensional time step
& = 0.0005 with the cMCF method given that this time step is used for
scaled diffeomorphisms with a surface area of unity.

We expressed the reconstruction error between the input and re-
constructed meshes over a randomly sampled subset of points with
the normalized average Hausdorff distance between two aligned and
randomly sampled meshes and denoted it by A-RMSE as annotated
in Fig. 6. Here and in all results below we normalized A-RMSE with
respect to the diagonal length of the bounding box (BB) of the input
surface. In the same figure, boldfaced A-RMSE results highlight the
best reconstruction results obtained across all the approaches. The
rest of the results are shown in Section SI-2.1 of the Supplementary
Information.

The A-RMSE results show how the c¢-rSOH, hSOH, and rSOH out-
perform the traditional SH. The results obtained by the c-rSOH and
hSOH approaches achieved the lowest A-RMSE values, with rather
small differences between the proposed approaches for this dataset.
The proposed approaches resulted in consistent triangular meshes that
are not contracted, overly stretched, or wavy in the middle band of
the stones, in contrast to the SH reconstructions shown on the right
side of the figures. Notably, the oscillations resulting from SH dilute
details in other parts of the stones that are far from the oscillations band
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(e.g., notice the reconstruction of the lower part of stone FP_C_785_1 in
Fig. SI-6).

As discussed in Section 3.2.2, the rSOH approach is AR-dependent.
For each of the presented results of rSOH, we used the least-squares fit
discussed in Section 3.2 to set the aspect ratio used in the mapping.
To study the impact of varying this domain parameter (AR) on the re-
construction accuracy, we manually varied the aspect ratio over a wide
range of values and performed the rSOH method for each aspect ratio
independently. Fig. 7 depicts the relation between the reconstruction
radial root-mean-square error (R-RMSE) as a function of the chosen AR
for a specific stone (see section SI-2.2 in the SI for the same analysis
performed on other stones in the database). The R-RMSE is defined here
as:

) 2
ny @) (@)
\/Zi=l (dOV,l - dov,z) /ny

ddiag

R-RMSE = , (25)

where dg)v.l and dg)v,z are the radial distances from vertex i to the
centroid of each mesh, for the first and second meshes, and d;,, is
the diagonal length of the parallelepiped bounding box. The R-RMSE
measure is used when the number of the vertices of both meshes
matches and they are ranked in the same order. From Fig. 7, we can
see that the optimal AR value does not exactly coincide with the least-
squares fitted AR, though it is very close. This is also true for the
other stones in the dataset (section SI-2.2 in the SI), indicating that our
fitted AR achieves a near-optimal reconstruction for radially mapped SS
particles. Further, note that in all these cases the R-RMSE significantly
increases away from its minimum as the AR approaches unity, i.e.
when approaching the SH results. Further, note that in all these cases
the R-RMSE significantly increases away from its minimum as the AR
approaches unity, i.e. when approaching the SH results, emphasizing
the benefit of the SOH approach over the traditional SH method.

The inset in Fig. 7 plots the spectrum of shape descriptors for a
range of spheroid aspect ratios. Here the radial shape descriptors D?
are defined simply as the unweighted norm of the Fourier weights in
the different coordinate directions:

D,(n)* = D (n)* + Dy(n)* + D,(n)*>,  with

> AL N7, Vi€ {x,y,z) (26)

m=—n

Di(n) =

The plot demonstrates that the spectral properties of the recon-
structed shape, as expressed in these shape descriptors, vary depending
on the AR. This implies that these descriptors cannot directly be used
to compare stones parameterized with different ARs or compute fractal
dimensions whenever we use the rSOH approach. Moreover, we see
that the tail of the descriptors chart tends to stray away from zero for
parameterization with ARs that are far from the optimal one; hence,
showing a divergence behavior for the series.

4.1.2. Dataset 2: Aggregate particles (SS)

The second dataset [51] consists of a denser scan of millimeter-sized
aggregate particles. These aggregates are typically found in concrete
mixes and used in Thilakarathna et al. [S50] to generate realistic aggre-
gate particles via the traditional SH approach. As this dataset provides
higher frequency content, we used n,,, = 30, apart from the B4
and B7 stones where we used n,,, = 20. For the crSOH we used
three fairing cycles for all the stones except for B7, which required
five iterations to fair into a star-shaped surface. Fig. 8 shows the
reconstruction results for all methods considered in this work, using
three refinement cycles on an icosahedron as a reconstruction base
(with 2562 vertices and 5120 faces). More results on this dataset are
shown in Supplementary Information document sections SI-2.1 for the
reconstruction examples, and SI-2.2 for the reconstruction quality as a
function of selected AR. Similar to the first dataset, the results of the
c-rSOH and the hSOH presented the best reconstruction accuracy in
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FP_C_654_1
AR =0.53

A-RMSE = 0.003202

FP_C_684_1
AR = 0.46

A-RMSE = 0.002056

FP_C_690_1
AR = 2.28

A-RMSE = 0.002628

A-RMSE = 0.001849
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Input surfaces c-rSOH (proposed) hSOH (proposed) rSOH (proposed) SH (traditional)

)

Q ¢

A-RMSE = 0.003843  A-RMSE = 0.005094

A-RMSE = 0.002822  A-RMSE = 0.004885

A-RMSE = 0.002239  A-RMSE = 0.003080

A-RMSE = 0.002425

A-RMSE = 0.004462

Fig. 6. Reconstruction of a selected set of SS rubble stones [46] via the conformal spheroidal approach (c-rSOH, second column), hyperbolic spheroidal approach (hSOH, third
column), radial spheroidal approach (rSOH, fourth column), and traditional spherical harmonics (SH, fifth column). The code names and the fitted aspect ratios (AR) for the stones
are shown on the far left annotations. Each reconstructed stone shows the normalized average distances (A-RMSE) below. Boldfaced A-RMSE highlights the best reconstruction

accuracy.

0.0052

0.0050+

0.0048+

0.0046

Normalized R-RMSE

0.0044+

FP_C_731_2

0.0042+

50

Iteration

Optimal

0.3

0.5 0.6
Aspect ratio (AR)

Fig. 7. For stone FP_C_731_2 [46] (shown on the left) we vary the AR of the spheroidal domain, and record the normalized R-RMSE (plotted on the right). The optimal mapping
was observed to be when AR = 0.43, while the one obtained from the least-squares fit proposed in Section 3.2 was 0.45. The inset of the plot further shows the variation of the
shape descriptors as we change the AR in 50 steps from 0.23 — 0.78. (For interpretation of the references to color in this figure legend, the reader is referred to the web version

of this article.)

comparison with rSOH and the traditional SH. Although less than the
SH, we see that a few stones constructed with rSOH and hSOH still show
some minor oscillations (see also stones B4 and B7 in section SI-2.1 of
the Supplementary Information).

For the second dataset, the hSOH significantly outperforms rSOH on
the A-RMSE error metric. As the hSOH tends to sample denser near the
poles of high curvature than the rSOH, we observed that the hSOH is,
in general, more area-preserving than the rSOH.

The problem of the large discrepancy between the surface point
cloud and the target spheroid can be completely overcome using the
c-rSOH approach. Overall and in global error measures (R-RMSE and
A-RMSE), for star-shaped particles the hSOH and rSOH approaches
provide improvements over SH with little additional complexity. Out
of the two, hSOH generally outperforms rSOH by reducing distortion
near regions of high curvature. The c-rSOH is more general and can
be used for SS stones as well, but requires additional computation cost
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Input surfaces

A-RMSE = 0.000517

B2
AR = 0.57

A-RMSE = 0.000520

B4
AR = 0.58

A-RMSE = 0.000773

¢-rSOH (proposed) hSOH (

A-RMSE = 0.000501

A-RMSE = 0.000467

A-RMSE = 0.000846
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proposed) rSOH (proposed) SH (traditional)

A-RMSE = 0.001117

X

A-RMSE = 0.001161

¢

A-RMSE = 0.000776 A-RMSE = 0.001104

A-RMSE = 0.001079 A-RMSE = 0.001783

Fig. 8. Reconstruction of a selected set of SS aggregates [51] through the conformal- and radial-based approaches. The first column contains the input surfaces, while the second,
third, and fourth are the reconstruction via the spheroidal harmonics c-rSOH, hSOH, and rSOH, respectively, as well as the traditional spherical harmonics (SH) in the fifth column.
The left-hand texts show the annotation per stone and the fitted aspect ratio (AR) for the spheroidal coordinates. Each reconstructed stone shows the normalized average distances

(A-RMSE) below. Boldfaced A-RMSE highlights the best reconstruction accuracy.

while offering relatively little improvement over the other two methods
(see Section 4.4).

We generally found that the performance of our newly proposed
methods is robust to various choices of morphological metrics. As
an illustration, Fig. 9 shows the stone B2 of the second dataset as
reconstructed using all four methods considered (for this stone, n,,,, =
30), visualized with two different metrics. The first metric, which we
denote H-RMSE, measures the root-mean-square error of the mean
curvature i [57]. The second metric, denoted R,-RMSE, measures the
root-mean-square error of the roundness metric R, proposed in [58].
From the visualizations, we observe that the mean curvature errors
are largest near the sharp edges. The c-rSOH method provides the best
regularization of the mapped field through the conformal flow and has
the smallest curvature errors. On the other hand, the roundness error
has only small differences between all three proposed methods, though
all three clearly outperform the SH approach. We measured the same
error metrics for two other stones in this second dataset, and found in
all cases similar trends as reported in this work based on the A-RMSE
metric.

4.2. Analysis and reconstruction of non-star-shaped (NSS) stones via
c-rSOH

The third dataset consists of railway ballast stones, which pose the
most challenges for the analysis and reconstruction tasks. The acquired
meshes are denser, NSS, and can have sharp edges [52] that require
higher expansion degrees. The vicinity of sharp edges of the particles
requires more points to describe abrupt changes in slope accurately.
The harmonic reconstruction of the edges normally requires a higher
reconstruction degree than the bulk of the surface. Such surfaces had
reconstruction issues with the traditional SH approach and researchers
tried to find alternative approaches to overcome these reconstruction
challenges [59].

Using the c-rSOH approach, however, we successfully reconstructed
all the surfaces with an accurate representation of the sharp edges at

10

a relatively low computational cost (see also Fig. 9). The successful
reconstruction requires a combination of choosing the right reconstruc-
tion wavelength (related to n,,,,) and a proper reconstruction mesh size
to avoid the Gibbs phenomenon. We conducted the c-rSOH analysis
using n,,,, = 40 and three iterations with the cMCF mapping. For the
reconstruction base, we used four refinement cycles of scaled icosahe-
drons. Fig. 10 shows the reconstruction results of two stones as well
as the actual input surface meshes. More reconstruction results for the
c-rSOH approach are depicted in Section SI-2.1 of the Supplementary
Information for the rest of the dataset stones. The relation between
the number of smoothing iterations and the reconstruction error is
discussed in Section SI-2.2 of the Supplementary Information.

4.3. Beyond granular mechanics applications

To demonstrate that the presented harmonic decomposition ap-
proaches can further be used beyond the intended scope of this paper,
a complex visual benchmark was added in Section SI-2.3 of the Sup-
plementary Information. Here we chose to analyze and reconstruct the
surface of a Max Planck bust using the c-rSOH approach. In contrast,
a c-SH approach (cMCF-preprocessed SH analysis) fails in this exam-
ple. Consequently, we believe that our proposed SOH reconstruction
method has applications beyond granular mechanics, for instance in
medical or computer graphics fields [5,60-63].

4.4. Computational cost

Here we briefly discuss the computational cost of the multiple
approaches used in the results above. For all methods except c-rSOH,
the decomposition (analysis) stage of these spectral methods is by far
the most computationally expensive part of the pipeline. Since this part
is also identical across these methods, in practice the performance of
rSOH, hSOH, and SH is comparable. For further details on the analysis
cost, we refer to [44], where direct processing time, memory usage,
and scalability for multiple decomposition algorithms were compared.
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¢-rSOH (proposed) ~ hSOH (proposed)

H-RMSE = 0.009856 H-RMSE = 0.012803
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Fig. 9. The local reconstruction error comparison. The upper row shows the absolute difference of the mean curvature () for the reconstructed stone B2 [51] using the proposed

methods and annotated with the root-mean-square error of the mean curvature (H-RMSE) between the original mean curvature (h,,;;,,) and the currently tested method (h

current ).

The lower row shows the same as the upper one but for the local R, measure and annotated underneath with R,-RMSE. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

Input surfaces

Stages of c-rSOH (proposed) reconstruction

n =40
A-RMSE = 0.000850

n =40
A-RMSE = 0.000297

Fig. 10. Reconstruction of a selected set of NSS stones [52] through the c-rSOH approach. The conformal diffeomorphisms were obtained by setting the number of fairing

iterations j = 3, and we show reconstruction stages up to n,,,,
Intermediate reconstruction stages are also shown for n € {1,5,15}.

The c-rSOH approach, however, does require increased computa-
tional cost compared to the direct mappings. To provide a reference,
we time the cost of mapping and analysis for stone B1, which has 2721
vertices and 5438 faces. The timings are done on a laptop computer with
an Intel Core i7-11370H CPU, by averaging across three consecutive
runs. For this stone, the cMCF algorithm uses three refinement cycles
and a step size of 0.0005, and runs on a single CPU core, while the
decomposition runs using eight cores in parallel. For this setup, the time
taken for cMCF comes to 0.779s; in comparison, the mapping according

11

=40 degrees. The final reconstructed stones are annotated (lower right) by the normalized average RMSE (A-RMSE).

to rSOH and hSOH took only 14.0 ms. For this stone, the decomposition
cost (identical for all methods) using n,,. = 30 required 0.539s.
Consequently, the total cost for c-rSOH (i.e. cMCF and decomposition)
is more than double the cost for the rSOH and hSOH approaches.
Further optimization of the cMCF, e.g. parallelization, could bring this
gap down, but the difference between c-rSOH and the other approaches
is still substantial.

For the surface of the Max Planck bust (see Section 4.3) with
18872 vertices and 37740 faces the cost of cMCF mapping increased to
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5.90600 s using the same previous settings. The decomposition step for
Hyax = 70 took 2.6355 min to execute in parallel on eight cores. This
indicates that for such high-degree analyses, the decomposition process
remains the bottleneck in the pipeline.

5. Conclusions

To study the morphology of closed surfaces, we proposed the
spheroidal harmonics (SOH) to generalize the traditional spherical
harmonics (SH) approach. Our proposal expands the spherical parame-
terization domain S? into a spheroidal one £ that can be either oblate,
prolate, or spherical with arbitrary dimensions for the two semi-major
axes (a and c¢). The newly added degrees of freedom allow for a more
flexible parameterization domain that reduces the geometric distortions
associated with mapping the particle and avoids the diverging analysis
at high expansion degrees, thus, enhancing the analysis and reconstruc-
tion quality. This flexible parameterization avoids the use of windowing
functions and other techniques that can alter the analysis and shape
descriptors. As we use the associated Legendre polynomials and Fourier
basis to construct the basis functions, the spheroidal harmonics (SOH)
approach is similar to the spherical harmonics (SH). Such similarity
will facilitate a seamless integration of this method within existing
pipelines.

We proposed three methods for parameterizing closed surfaces onto
the spheroidal coordinates. The first method inverts the spheroidal
coordinates to achieve a hyperbolic map (hSOH), whose domain is
parameterized by the focal distance. The second method uses a rescaled
radial-based projection similar to the SH approach (rSOH) so that the
aspect ratio is the domain parameter. Between these two methods, the
hSOH tends to sample points denser in the vicinity of regions of high
curvatures, which has a favorable effect on the reconstruction results
compared to rSOH. Moreover, the hSOH was observed to be area-
preserving more than the rSOH. Both of these approaches are only valid
for SS particles.

Further, we proposed a third approach based on fairing input sur-
faces conformally, finding smooth diffeomorphism shapes of the input
surfaces that can be subsequently mapped onto a spheroid via the
radial mapping approach (c-rSOH). To perform fairing we used the
conformalized curvature flow (cMCF) approach, which preserves the
angles (conformal) of the input manifold. In contrast to rSOH and
hSOH, this c-rSOH method works with both SS and NSS particles.

We tested the rSOH, hSOH, and c-rSOH on three datasets and
compared the results with the SH. The three proposed SOH-based
approaches have successfully reconstructed all the SS particles from the
tested datasets, while the traditional SH failed to reconstruct most of
these particles without major oscillations. Overall, rSOH and hSOH pro-
vide low-cost alternatives to the traditional radial SH harmonics for SS
particles, with the hyperbolic mapping method typically outperforming
the radial mapping approach. The c-rSOH approach was used to analyze
and reconstruct both SS and NSS particles at a small pre-processing
computational cost; less than a second of additional computational time
for stones of ((10%) vertices on a standard laptop. For NSS particles, the
c-rSOH is the only method that can perform the analysis; for SS particles
the reconstruction quality of the c-rSOH approach is comparable to
hSOH. To assess the local reconstruction error of the edges and texture,
we measured the difference between the mean curvature measured on
the original and reconstructed stones. This error metric indicated that
our c-rSOH approach is the best overall approach. However, for the
radial-based methods, both rSOH and hSOH scored better than the SH.

The results of the proposed approaches give new avenues for im-
proving the quality of morphology analysis of complex shapes. On the
other hand, limitations still exist when considering arbitrary three-
dimensional surfaces. For instance, the conformalized mean curvature
flow procedure we rely on to tackle NSS surfaces is known to develop
pinching singularities for certain types of geometric features and/or a
large number of flow iterations. Future research could investigate using
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rSOH and hSOH mappings in combination with more sophisticated
conformal or quasi-conformal mapping techniques, and the associated
computational cost increases. Another possible extension of these meth-
ods is to combine angle-preserving with area-preserving approaches to
obtain more uniformly spaced points on the target spheroidal manifold.
Alternatively, a wider range of possible algorithms for the selection
of domain parameters for rSOH and hSOH can be proposed to add
robustness across a broad range of geometries. Finally, one can extend
such approaches to deal with open surfaces as well as surfaces with
genus > 0, to help quantify roughness, fractality, and contact detection
of simulated granular particles, as well as perform analysis in other
physical and medical domains.
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