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Rectilinear crawling locomotion is a primitive and common mode of loco-
motion in slender soft-bodied animals. It requires coordinated contractions
that propagate along a body that interacts frictionally with its environment.
We propose a simple approach to understand how this coordination arises in
a neuromechanical model of a segmented, soft-bodied crawler via an itera-
tive process that might have both biological antecedents and technological
relevance. Using a simple reinforcement learning algorithm, we show that
an initial all-to-all neural coupling converges to a simple nearest-neighbour
neural wiring that allows the crawler to move forward using a localized
wave of contraction that is qualitatively similar to what is observed in
Drosophila melanogaster larvae and used in many biomimetic solutions. The
resulting solution is a function of how we weight gait regularization in
the reward, with a trade-off between speed and robustness to proprioceptive
noise. Overall, our results, which embed the brain–body–environment triad
in a learning scheme, have relevance for soft robotics while shedding light
on the evolution and development of locomotion.
1. Introduction
The locomotion of an animal is a result of coordination of its nervous system
with its body and environment. Understanding coordinated motions that
involve sensory feedback and proprioception requires a theoretical framework
integrating the brain, body and environment [1–3]. But how do these smooth
rhythmic motions arise in the first place?

Experiments on locomotory dynamics in model systems, such as the fly larva
ofDrosophila melanogaster [4], suggest that, early in larvalmorphogenesis, neurons
are part of a well-connected network. During development, the pruning of
neuronal connections reduces the connectivity of neurons via both biochemical
and biomechanical feedback modulated by behaviour and function embodied
in twitching that gradually gives way to coordinated locomotion [5,6]. In the
larva and more generally in many soft-bodied organisms, motion arises via recti-
linear crawling [7,8], wherein rhythmic contraction and relaxation of muscles
create waves that propagate either forward (prograde) or backward (retrograde)
along the length of the body. This induces forward locomotion when the inter-
action with the substrate is asymmetric, e.g. when friction in the forward
direction and that in the backward direction are very different. The asymmetry
in friction has both a passive and an active component: the presence of anisotropic
denticles allows the body to slide more easily in one direction than another pas-
sively, while dorso-ventral muscles can partially lift the body to modulate friction
actively [4]. In either case, the result is the conversion of waves of contraction to
net motion of the body, which has been studied for over a century [9].

Substantial previous experimental work characterizing D. melanogaster crawl-
ing has highlighted the role of sensory feedback in initiating and maintaining
the gait [10] and has inspired recent theoreticalworkon the dynamics of a segmen-
ted, soft-bodied crawler moving on a frictional surface [11,12]. These studies have
shown that minimal representations of the musculature and neural dynamics
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Figure 1. Schematic of the crawler. (a) Each segment of the soft-bodied
crawler is represented by a spring-damper system and a muscle. Each
muscle acts to stretch the segment and is driven by a single neuron. (b)
Interactions between the different components of the crawler as it learns
using the feedback from its environment.
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suffice to explain a number of these experimental observations
that include the onset and propagation of contractilewaves that
lead to locomotion, and further suggest that the rhythmic gait
can arise without a central pattern generator. Here, neural
impulses drive the activation of muscle forces, resulting in
deformation of the body, producing biomechanical strain.
Proprioceptive sensing of this strain in turn drives neural
impulses, thereby closing the feedback loop. The result is that
the crawler moves forward by simultaneously lifting and con-
tracting its body segments, starting from the posterior
segments and moving towards the anterior end. Critically, in
these and most other studies, the neural system is assumed to
have a fixed, predetermined connectivity.

Since the muscles, body wall and connective tissue in the
body of a D. melanogaster larva develop asynchronously [10],
a natural question is how these subsystems are wired together
for robust performance. Indeed, could the crawler use pro-
prioceptive feedback to learn a coordinated gait for forward
crawling, i.e. rewire the neuronal connections using experi-
ence-driven sensory feedback to achieve a coordinated gait,
as observed experimentally [10]? To explore this, we use
the framework of reinforcement learning (RL) [13]. Originally
inspired by observations of how animals learn to perform
certain functions, the approach has gained significant traction
recently in the context of training computers in games [14],
strategies for moving through a fluid [15,16] and other
domains. We frame our question in terms of the coupled
dynamics of a neurophysical system for the crawler and an
RL algorithm for neuronal wiring, using sensory feedback
to maximize a reward associated with crawling forward.
2. Mathematical model of a crawler
Our mathematical model is chosen to roughly mimic a soft-
bodied crawler, the larva of the fruitfly D. melanogaster, given
that it has become a focus to understand the link between
molecules, circuits, physiology and behaviour using a variety
of approaches [17,18]. The soft-bodied cylindrical larva consists
of 10 segments and is about 1mm in length and 200 μm in
diameter in the first instar stage and 4mm in length and
about 800 μm in diameter in the third instar stage. Previous
work introduced a coupled neurodynamical model, with a
given neural andmechanical connectivity to explain how coor-
dinated crawling can arise even without a central pattern
generator [11], and later included a more detailed neuromech-
anical network model in a similar framework to quantify the
experimentally observed importance of proprioception [12].
This sets the stage to ask how the larva might learn to
coordinate crawling, given the importance of properly wiring
the neuromuscular system for robust functioning of its
locomotory system.

Anatomically, the segments are connected at their bound-
aries (nodes) as shown in figure 1a. Each segment is assumed
to behave like a linear viscoelastic solid, which can be actively
contracted by muscles that respond to neuronal inputs as
schematized in figure 1a. The firing of a segmental neuron,
minimally modelled as a leaky integrator, causes muscular
activation to deform the segment, which then moves if the
forces overcome friction; simultaneously, the segment trans-
mits forces to neighbouring segments, where neurons can
be activated if the strain crosses a threshold. This leads to a
propagating wave even in the absence of a central pattern
generator. We now turn to quantifying the three sub-systems
corresponding to the body, the brain and the environment.

2.1. Body mechanics
We assume that the passive viscoelastic properties of each seg-
ment can be described in terms of an elastic modulus E and
viscosity μ. To construct a simple one-dimensional model for
its mechanical behaviour, we integrate across the cross-section
of the body, so that the segmented crawler resembles a set of
active viscoelastic springswith stiffness k = EA/L and damping
constant c = μA/L, where A is the area of cross-section of a seg-
ment of length L; see figure 1a. The segment boundaries or
nodes i∈ [0, 10] are mechanically characterized by their displa-
cements ui(t), which change due to a contractile force fmi
exerted by muscles on either side of node i and due to a fric-
tional force f fi from the external environment at node i.
Ignoring the role of inertia, since the animals move slowly,
force balance at node i∈ [1, 9] in figure 1a implies that

k(uiþ1 � 2ui þ ui�1)þ c( _uiþ1 � 2 _ui þ _ui�1)þ fmi � fmiþ1 ¼ f fi :

(2:1)

The force-balance equations at the head and the tail are
different from those at the internal nodes as the head and tail
do not have a segment ahead of and behind them, respectively.
At the head (i = 0)

k(u1 � u0)þ c( _u1 � _u0)þ fm0 � fm1 ¼ f f0 , (2:2)

while at the tail (i =N = 10)

k(uN�1 � uN)þ c( _uN�1 � _uN)þ fmN ¼ f fN : (2:3)

To complete the formulation of the model for how the body
responds, i.e. solve for ui(t), i∈ [0, 10], we need to specify
dynamical laws for the evolution of the neural dynamics that
drive the internal muscular forces fmi and the environmental
frictional forces f fi .
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2.2. Neuromuscular dynamics
In each segment, we assume that the neural dynamics follow a
minimal first-order dynamical law known as the θ-model [19]
to drive the activation of neuron i. Assuming the time scale of
neuronal relaxation to be tu, we may then write

tu
dui
dt

¼ 1� cos ui þ (1þ cos ui)min [1, Ii(t)]: (2:4)

Here Ii(t) is the time-dependent input to the neuron i, and the
neuron fires every time u2p . 0 so that the set of spike times tsi
for neuron i is given as

{tsi } ¼ {tj mod(ui(t)� p, 2p) ¼ 0}, (2:5)

resulting in muscle actuation. The input Ii(t) is then restricted
to be a binary variable, with only one neuron active at a
given time

Ii(t) ¼ 1 if i ¼ a,
0 if i=a,

�
a [ {0, . . . , N � 1}: (2:6)

Noting that experimental observations of larval crawling show
that the head and the tail move together [4], we activate the tail
neuron IN every time the head neuron is activated, i.e. when
I0 = 1, we set IN = 1.

We note that a more sophisticated neural model with a
population of excitatory and inhibitory neurons that are
coupled is probably more realistic as a model for the fruitfly
larva [12] but yields the same qualitative results as the simple
integrate and fire model above, and so we will limit ourselves
to the current simple model.

In each segment, we assume that the muscle forces vary
between zero and a maximum Fmmax. The contracting muscles
respond asymmetrically to the timing of neuronal spikes with
a characteristic rise time that is about half that of the exponen-
tial decay [4]. For simplicity, we use a symmetric rise and
decay with a built-in temporal decay constant τm and a limiter
to set the maximum force amplitude so that

tm
dfmi
dt

¼ �fmi þ Fmmax min [1, Fmi (t)], (2:7)

where

Fmi (t) ¼ Sts[{tsi }
e�(t�ts)=tu (2:8)

is the sum of all the forces due to the spiking neurons. This
dynamical law is consistent with our previous models
[11,12]. Here, we note that it is possible for several segments
to have active muscles even though only one neuron can be
active at a particular time, because the muscle forces can
decay much more slowly than neural activity.

2.3. Body–substrate frictional interaction
To complete the formulation of our model, we need to pre-
scribe a frictional law for the interaction of the crawler with
the environment. Experimental observations [4] show that
the larva actively reduces friction in a contracting segment
by lifting it off the substrate, and the presence of asymmetri-
cally shaped denticles on the ventral surface make the passive
friction asymmetric, so that forward motion experiences less
friction than backward motion. While previous work [12] has
included both these effects, in our one-dimensional model we
do not distinguish between the passive and active com-
ponents of the friction for simplicity. We further impose the
condition that the friction force vanishes whenever _ui ¼ 0,
leading to a smooth transition between the positive and nega-
tive values for forward and backward velocity. Then the
friction force on the ith node is given by

f fi ¼
f fmax

2
(1þ hf ) tanh

_ui � _u0

1f

 !
þ (1� hf )

" #
, (2:9)

where ηf is the ratio of themaximum frictional force in the back-
ward to the forward directions, ϵf is a smoothing parameter
and _u0 is a constant chosen such that ff(0) = 0. All together,
our mathematical model equations (2.1)–(2.9) determine the
gait and locomotion of the crawler: given the neural connec-
tivity weights and an initial neural impulse leads to an input
that drives equation (2.4); this drives equation (2.8) and (2.9)
and thence equations (2.1)–(2.3).
2.4. Scaling and parameter choices
We scale the relevant variables in our model using the time
scale of neuronal activity tu, the equilibrium length of a segment
L and the stiffness of a segment k. Then the dimensionless
parameters corresponding to the variables presented in the
mechanical model are: tm=tu, which is the ratio of time scales
for muscular and neuronal relaxation; ctu=k, which is the
dimensionless damping; f fmax=kL, which is the scaledmaximum
frictional force; and Fmmax=kL, which is the scaled maximum
muscular force. The specific values for these non-dimensional
parameters used throughout this work, given in table 1 in
appendix A, are consistent with experimental estimates for a
D. melanogaster larva [12].

To compare our results of converged coordinated crawling
shown in figure 2a (see also electronic supplementary material,
videos S1 and S2) to the experimental observations of D. mela-
nogaster larva we use our simulations to extract the scaled
maximum segment deformation Δu/L, the characteristic
wave speed v tu=L, and the speed of the larva vcrawler tu=L.
For the parameter values given in table 1 in appendix A, we
find that the peak contraction of a segment is 33%, yielding a
contraction speed of 0.026 waves/tu and a crawler forward
speed of 0.0056L=tu. For a third instar larva [20], using the
value of 1.5 waves per second and a length of 4mm implies
that τθ = 17 ms and L = 4/10 = 0.4 mm, respectively, so that
the forward speed of the crawler is 0.13 mm s−1. For a first
instar larva [4], using a wave speed of 0.5–1.5 waves per
second and a length of 1 mm, we get a range of tu of 17–51
ms, which translates to a forward speed of 11–33m.s�1, com-
pared with the observed range of 45–120m.s�1.
3. Reinforcement learning strategy
With the established physical model and parameter choices for
the crawler, we turn to RL to determine the neural weights for
efficient crawling. The framework of RL consists of an agent
interacting with its environment, with the aim of achieving a
goal. An agent moves through different environmental obser-
vable states by taking actions. While so, it accumulates
rewards from the environment, with the goal of taking actions
that maximize its long-term rewards, calculated as a dis-
counted sum of successive rewards. This goal is achieved by
learning a mapping that links an action to its current environ-
mental observable state; this mapping is known as the agent’s
policy. The RL description is summarized in figure 1b.
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Figure 2. Learning of coordinated gaits in a neurophysical model determined using equations (2.1)–(3.3). (a) A regularized gait (ϵ = 0.01), with the speed of the
centre of mass of the crawler shown in grey, the segment strains shown in blue-red and the muscle forces in each segment shown in white-pink, and (b) an unre-
gularized gait (ϵ = 0). The parameter values are summarized in table 1 in appendix A. (c) Converged policy corresponding to the gaits in (a,b), with the dark green and
light green squares corresponding to π(a|o) = 1 in the final policy and light green squares corresponding to observations which are never reached in the converged gait.
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3.1. Formulation of observable state, action and reward
In our formulation, the observation of the agent is an incom-
plete knowledge of itself and its frictional environment.
Given the established importance of proprioception [11] in
locomotion, it is likely to be important in the learning process
as well. A minimal approach accounting for this is via the
observation o associated with the index of the segment that
is most strongly contracted, since that requires knowledge
of a single variable that can be easily computed via a series
of pair-wise comparisons. Then

o ¼ argmini[(1,...,N)(ui � ui�1): (3:1)

The action a is the input to the θ -model that drives neuronal
activity, resulting in muscle actuation, i.e. Ii(t) in equation (2.4).
We further restrict this by allowing the input Ii(t) to have values
of 0 (OFF) or 1 (ON), with only one neuron active at a given
time, as described in (2.6).
Since the goal is to move forward, we set the reward r
accordingly,

r ¼ (�utþDt � �ut)� er2, (3:2)

where �u is the position of the centroid of the crawler, t
denotes time, Δt is the size of the discrete time step (see
table 1 in appendix A), and r2 =maxi(|ui+1− 2ui + ui−1|) is
a penalty on large variations in strain along the length of
the crawler, with ϵ determining the relative contributions
from this strain gradient to the reward r.

We use a form of RL known as Q-learning [13], with a dis-
crete representation for the observation and action spaces. The
entries in the Q-matrix, Q(o, a), represent how much cumulat-
ive reward the crawler expects to get after taking an action a
after an observation o, i.e.

P1
k¼0 g

krtþ(kþ1)Dt, where rt is the
reward at time t and γ∈ [0, 1) is the discount factor (see table
1 in appendix A) that weighs the long-term rewards relative
to the short-term rewards. To maximize the expected dis-
counted cumulative sum of rewards, the entries Q(o, a) are
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updated each time the agent takes an action after an obser-
vation, according to the update rule

Q(o, a) ¼ (1� a)Q(o, a)þ a(rt þ gmax
a

(Q(o0, a))), (3:3)

where α is the learning rate and o0 is the subsequent observation
made by the agent. The policy is a greedy policy, meaning that,
after each observation, the agent takes the action that corre-
sponds to the highest value. The learning is done in episodes;
each episode corresponds to the crawlermoving a fixeddistance
forward, after which it is reset to its original undeformed con-
figuration. The crawler goes through a number of episodes in
this manner, gaining experience in the interactions between
neurons, body mechanics and environment, updating its Q-
matrix as it goes through the episodes. It is worth emphasizing
that our learning algorithm has just two parameters, a learning
rate α and a discount factor γ, in contrast tomany recent variants
of RL that have many hyper-parameters; thus most reasonable
choices for these will converge and yield similar policies. We
choose α = 0.05 to allow for stochastic effects and γ = 0.95 to
strive towards the case of high long-time rewards [13].
0200198
3.2. Experimental results: regularized and
unregularized gaits

We initialize the crawler in an undeformed state, with a
Q-matrix of values that are uniform and high. Then the crawler
is equally likely to take any action independent of the observa-
ble state of the crawler, and since the values are high, i.e. the
reward is lower than the expected reward, the crawler explores
other actions. This leads to uncoordinated gaits; an example is
shown in appendix A, figure 4. As the Q-matrix converges
towards its steady-state value, the rewards become closer to
the expectation of the crawler and the policy converges to a
coordinated gait.

Figure 2 shows two coordinated gaits corresponding to
two values of the regularization parameter ϵ= 0.01 (figure 2a)
and ϵ = 0 (figure 2b), as defined in equation (3.2). In both of the
gaits, the crawler moves by means of a travelling wave of con-
traction from tail to head. The regularized gait corresponds to
observations of a larva consistent with experiments, wherein a
localized wave causing sequential segmental contraction
moves from tail to head as shown in figure 2a. By contrast, the
unregularized gait, corresponding to ϵ= 0, is characterized by
a 10% higher speed, and larger variations in segment strain,
and is due to the fact that some muscles are never activated
(figure 2b, right), leading to pairs of segments moving together
(see electronic supplementary material, video S2). The policies
for both gaits are shown in figure 2c. These results justify our
use of a regularization penalty in the reward to recover gaits
that are biologically plausible and are also consistent with the
diagonal neuronal weights that result.

To further compare the gaits, we show the power expen-
diture, cycle duration and robustness to noise in figure 3. The
power exerted at each node,

pi ¼ jfi � fi�1jjuij, (3:4)

is a periodic function for both cases. For the regularized gait,
the maximum power and the duration for which power is
non-zero are both more uniform across the interior nodes,
while for the unregularized gait there is a larger variation
in power across nodes (figure 3a). Figure 3b shows the distri-
bution of cycle duration for the two gaits, and shows that the
higher speed of the unregularized gait is achieved via a faster
propagation of waves along the length of the crawler.

To test whether these policies are robust, we explored the
response of the two gaits to uncertainty in the crawler’s ability
to sense proprioceptive strain. We implement this by replacing
the deterministic observation of themost compressed segment,
given by (3.1), by a noisy version with o = argmini∈(1,…,N )(ui−
ui−1 +U), where U∈ [− n0, n0] is a uniformly distributed
random variable and n0 is the maximum amplitude of the
noise. We find that while the regularized gait has a lower
speed than the unregularized gait at low levels of noise n0,
the regularized gait maintains its speed as the noise level
increases, while the unregularized gait does not. This trade-
off between speed and robustness to noise is demonstrated
by the crossover in figure 3c. Comparing the segment strain
over the course of a cycle, we observe that the unregularized
gait varies over a smaller range than the regularized gait
(denoted by a smaller contrast in colours for a particular seg-
ment in figure 2b versus figure 2a). This suggests that the
unregularized gait should be more susceptible to propriocep-
tive noise, consistent with what is observed in figure 3c.
4. Discussion
There is now much interest in using a range of machine learn-
ing techniques for modelling movement control in the context
of bipedal walking, running and jumping [21–23] and more
complex modes of movement such as swimming, gliding,
etc. [15,16]. Our minimal approach to learning a coordinated
gait for rectilinear crawling embeds the question of determin-
ing the neural weights via RL in a framework linking the
brain, the body and the environment. Our observations and
actions are all couched in terms of biophysically motivated
quantities such as relative displacements, forces and neural
spike patterns, along with rewards that are characterized by
speed and internal strains and strain rates. The solutions that
we converge to recover the wiring patterns and propagating
contractile waves similar to experimental observations [4]
and theoretical studies [11,12]. Regularizing the reward to
penalize strain gradients provides smooth gaits that expend
power more uniformly in space and time, as well as gaits
that are robust to uncertainty in the crawler’s ability for
proprioception, but at the cost of speed. Indeed there is a
trade-off between speed and robustness when these gaits are
challenged by proprioceptive noise. This qualitative result of
our study is suggested in the developmental neurobiology
literature [4,10] and has potential applications in the design
of robotic analogues of crawlers [24].

Quantifying the functional form of this speed–robustness
trade-off is a natural next question which will require specific
choices for the form of the uncertainty in the environment
(e.g. friction), in the body (e.g. mechanical properties that
change due to developmental defects or injury) and in the
brain (e.g. wiring that changes due to molecular mechanisms
of external-induced injury). Looking ahead, our one-
dimensional model needs to be augmented to account for
bending deformations to reproduce larval motions that include
both axial and transverse motions. Recent theoretical work [25]
has suggested that a minimal reflexive strategy embedded in a
neuromechanical model can give rise to a basis of exploratory
locomotory gaits that include rectilinear crawling and turning.
By modifying our model and changing the reward structure in
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our RL framework dynamically as a function of additional
internal observations of the crawler, it might be possible to
bias the gaits towards coordinated crawling that is exploitative,
or towards random turning that is exploratory. More generally,
our study is but the first step in determining neural actuation
patterns for a range of complex tasks by combining models
that couple the mechanics of the brain, body and environment
with machine learning.
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Appendix A
A.1. Parameter values
See table 1 summarized.

A.2. Videos
We include two files that show the converged gait of the
crawler with and without regularization, corresponding to
figure 2a and b, respectively.



Table 1. Parameters and their values used in the simulation, where all
lengths are scaled by the segment length L and all times are scaled by the
neuronal relaxation time tu.

symbol quantity value

L segment length 1

tu neuronal timescale 1

ctu=k scaled damping 3.5

f mmax=kL scaled muscular force 1

localized tm=tu scaled muscular timescale 1

f fmax=kL scaled backward frictional force 9

εf frictional smoothing 10−6

ηf friction anisotropy 30

Δt scaled discrete timestep 0.01

headtail

0
t/t

q
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Video S1—Regularized gait: coordinated gait that arises
from an initial uncoordinated gait with a regularization
parameter ϵ = 0.01.

Video S2—Unregularized gait: coordinated gait that
arises from an initial uncoordinated gait with no regulariz-
ation parameter, i.e. ϵ = 0, which leads to motion where
multiple segments that move concurrently. This gait is not
robust to proprioceptive noise and is easily disrupted (see
figure 3c and corresponding text for details).
ed 2

15
00
A.3. Unlearned gait
See figure 4.
muscle forcesegment strain

sp
e

–1 1 0 1

0 
   

   
   

   
 

0.
0

Figure 4. Uncoordinated gait resulting from a fully connected neuronal network,
as summarized by equations (2.1)–(2.8) of the main text. The speed of the centre
of mass is in grey (left), corresponding segment strains in blue-red (middle) and
muscle force in pink (right). The parameter values are summarized in table 1.
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